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Abstract

Humans accumulate vast amounts of knowledge over the life span. Much work
aimed at understanding this knowledge store has been called either concepts
or semantic memory research. This essay reviews early research on the nature of
concrete concepts (concepts of concrete objects) and their organization in memory.
It then raises considerations of abstract and relational concepts and of how action
affects representation and vice versa. Additional advances discussed come from
statistically based views of semantics, connectionist modeling, and neuroscientific
evidence, all showing how distributed sources of information can be integrated to
create semantic or conceptual content. Cross-cultural and cross-linguistic evidence
indicate, though, that models based on evidence from any one cultural or language
group may not apply well to others. The essay concludes by arguing that key issues
for future research include broadening the kinds of knowledge structures that are
studied and clarifying how language and nonlinguistic representations are related.

INTRODUCTION

The flexibility in how humans respond to their environment is unmatched by
any other species. This flexibility is due, in part, to the vast amount of knowl-
edge that each person accumulates over the life span. Much work aimed
at understanding this mental database has been called either “concepts” or
“semantic memory” research.

The dual terminology raises the questions of what each term means and
what their relation is. Semantic memory is often said to be general world
knowledge, contrasted with autobiographical memory (memory for specific
events). Concepts are generally taken to be stable units of knowledge in
long-term memory that pick out meaningful sets of entities in the world
and that provide the elements out of which more complex thoughts are
constructed. Practically speaking, the concepts of interest are typically the
knowledge associated with words such as apple, bird, and chair. Given these
characterizations, concepts would be one kind of knowledge within a larger
system. That would leave much else to investigate about the nature and
contents of general world knowledge.
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In reality, though, researchers who do “semantic memory” research and
those who do “concepts” research have traditionally addressed similar
issues. Early on, those interested in semantic memory pursued a line of
work inspired by Collins and Quillian (1969), investigating the organiza-
tion in memory and processing of knowledge associated with common
nouns such as those just mentioned. Meanwhile, “concepts” research
emerged from a line of work focusing on human acquisition of arti-
ficial (experimenter-generated) categories. With the advent of Eleanor
Rosch’s work (e.g., Rosch & Mervis, 1975; Rosch, Mervis, Gray, Johnson, &
Boyes-Braem, 1976) on natural categories (those named by common nouns)
and Smith and Medin’s (1981) book Concepts and categories, the modern era of
research on concepts that people acquire from the real world was launched.

The early convergence of the “semantic memory” and “concepts” endeav-
orsisillustrated in work examining the relation in memory of representations
such as APPLE to FRUIT and the processes involved in making judgments
about them (such as answering Is an apple a fruit?) (e.g., Smith, Shoben, &
Rips, 1974). This research appears reliably in discussions of both concepts
and semantic memory. Indeed, to some extent, early “semantic memory”
researchers simply relabeled themselves as “concepts” researchers as work
by Rosch et al. came to the forefront (Rips, Smith, & Medin, 2012).

To the extent that a distinction persisted in the early decades, it might
be said that researchers associated with concepts were more interested in
the structure and content of individual concepts, and those associated with
semantic memory were more interested in how concepts were organized
in memory and how retrieval processes operated on them. However, the
boundary between the two research areas is fuzzy and not consistently
drawn. The following discussion does not attempt to label individual bodies
of research as one or the other. An important question we will return to,
though, is what remains to be understood about general world knowledge
beyond what currently is studied under either rubric.

FOUNDATIONAL RESEARCH
Tre StrucTURE AND CONTENT OF CONCEPTS

Rosch’s work in the 1970s was inspired in part by observations by the
philosopher Wittgenstein, who had provided an important analysis of the
meaning of common nouns such as game. Wittgenstein pointed out the
impossibility of finding a set of features that are necessary and sufficient for
some activity to be called a game. For instance, some games involve balls
but others do not, some have a winner and loser but some do not, and some
are not even fun although most may be. Wittgenstein argued that the things
called game have a family resemblance to each other: They overlap with one
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another in varied ways rather than sharing a single set of features. Rosch
and Mervis (1975) proposed that the family resemblance analysis applied to
many common nouns, and they provided evidence in the form of the feature
distributions people produced to exemplars of many common nouns.

There are several important corollaries of Rosch and Mervis” analysis. One
is that the things called by a given name vary in their typicality with respect to
the name. The more an entity shares features with other things called by that
name, the more typical it is. Typicality is an important predictor of behavior
in many tasks, ranging from speed to verify an instance as having a name
(e.g., answering Is a robin a bird?) to how early children learn that relation-
ship. Second, the most typical examples of categories serve as a prototype
associated with the name, and, as such, might provide a summary mental
representation of the category. Third, properties in the world occur in clus-
ters. For instance, creatures with feathers tend to have wings and beaks, and
creatures with fur tend not to. These property clusters might provide natural
“break points” for perception. If so, natural categories are natural not only
in the sense of contrasting with artificial, experimenter-generated ones, but
in the sense that they are the result of a natural segmentation of the world
easily perceived by human observers.

Studies using artificial categories supported the idea that prototypes might
constitute the mental representation of sets of exemplars. However, models
assuming that people accumulate traces of individual exemplars of a cate-
gory as their representation can account for the same results. These exemplar
models have received much less vetting for their ability to account for per-
formance on tasks with real-world concepts, but some work suggests that
they are useful (e.g., Storms, 2004). Knowledge of instances does not preclude
also having a summary representation in the form of a prototype, however,
and other work has supported the possibility of people maintaining both
(Smith & Minda, 1998).

Later work elaborated on the contents of the mental representations.
Knowledge of BIRD cannot be only a set of features. The relation between
having wings and flying (causal) is understood as different from the relation
between having wings and eating seed (mere co-occurrence). Feature
knowledge is embedded in a rich set of intuitive theories about how the
world works (see Murphy, 2002, ch. 6). Theories and beliefs about causation
may be particularly important. For instance, features that are causes of other
features are seen as particularly central to category membership (Ahn &
Kim, 2001) Another overarching folk theory is that many categories have
an unseen, underlying essence shared by category members (e.g., Medin &
Ortony, 1989). Even if it is impossible in reality to find such essences, people
may still believe they exist and appeal to them in their judgments (Keil,
1989).
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Given these enriched ideas about the content of concepts, the possibility
is also opened up that the contents will differ across domains (such as
naturally occurring things—water, gold, cats, and dogs—vs human-made
ones—chairs, tables, and pens and pencils). People tend to believe that
naturally occurring things have essences but artifacts do not (e.g., Malt,
1990). Furthermore, knowledge of living things and artifacts is observed
to be differentially affected by brain damage. Patients can have degraded
ability to understand one without harm to the other (see Yee, Chrysikou, &
Thompson-Schill, 2013). This suggests some domain-specificity in their
representation.

The early research was dominated by investigations of concepts having a
taxonomic or “kind” relation to one another (e.g., ROBIN is a kind of BIRD),
but an early departure from this tradition was made by Barsalou (1991). He
pointed out that people also use groupings that are created on the spot to
serve particular purposes. For instance, when faced with a fire in the house,
a person might construct a grouping of the things that should be rescued
first (including, say, pets, photos, and jewelry). What unites the things in this
category is their importance in the person’s life, not overlapping properties
such as fur or feathers.

ORrGaNIZATION OF CONCEPTS IN MEMORY AND RETRIEVAL FROM MEMORY

Several insights emerged from this era on how concepts are related to one
another and retrieved from memory. Rosch et al. (1976) noted that common
objects can be labeled at multiple levels of abstraction: rocking chair, chair,
or furniture, for instance. They observed that the middle level is the level at
which objects are most commonly named: chair rather than rocking chair or
furniture. This “basic” level is also the level first learned by children, and the
level at which objects are most quickly identified, suggesting that it is the
most salient and useful. Rosch et al. proposed that it is the level at which
things within a category are substantially similar while still being distinct
from things in contrasting categories.

Collins and Quillian (1969) suggested that concept hierarchies are embed-
ded in a semantic network linking CHAIR not only to ROCKING CHAIR and
FURNITURE but also to BENCH and TABLE, and each of these to properties
such as WOOD and HAS LEGS. Collins and Loftus (1975) further suggested
that once one concept has been activated, activation spreads along the links
within the network, activating other nearby concepts. Given the network
structure and spreading activation, predictions can be made about how easy
it should be to answer questions such as Is a robin a bird? versus Is a robin
an animal?, as well as about whether activating a concept such as DOCTOR
should speed responses to others such as NURSE versus BUTTER. The work



Concepts and Semantic Memory 5

by Smith et al. (1974) mentioned earlier suggested the need for some refine-
ments (such as allowing that ROBIN might be closer to BIRD than DUCK
based on typicality). However, the general notion that concepts are inter-
connected in a massive network of associations, and that retrieving some
information can activate related material, has remained in place.

CUTTING-EDGE RESEARCH
Linking CoNTENT TO ORGANIZATION AND PROCESS

Recent threads of research have broadened the range of concepts studied
and promoted new ways of thinking about the content of individual con-
cepts. In doing so, ideas about the representation of individual concepts have
become more integrated with ones about processing and the relations among
concepts.

Attention to abstract concepts (e.g., FAITH, BEAUTY) has led to asking
whether representations of abstract and concrete words differ only in
content, or whether a crucial difference lies in their connections to other
concepts within the semantic network. For instance, abstract concepts may
have more emotion-related features and fewer sensorimotor ones (e.g.,
Kousta, Vigliocco, Vinson, Andrews, & Del Campo, 2011). However, abstract
ones may also tend to have connections dominated by associations (e.g.,
FAITH is connected to GOD and FIDELITY), while concrete concepts have
ones dominated by categorical relations (e.g., DOG is connected to CAT and
MAMMAL) (Crutch & Warrington, 2005). Separately, the notion of relational
knowledge has also become more prominent. In some cases, important
relations are captured by individual words. Gentner and Kurtz (2005), for
instance, describe the meanings of gift and predator as centering on relations
rather than properties intrinsic to the entity. In other cases, what is of interest
is thematic links among different entities within the semantic network, such
as the relations between a cow and milk or a boat and an anchor (e.g., Estes,
Golonka, & Jones, 2011), again blurring the line between representation and
organization.

Work on how concept use affects concept contents, and vice versa, more
explicitly links processing to representation. Concepts are shaped by input
conditions. The focus of learning (whether to learn to distinguish categories
per se or to learn about the properties that entities have) influences the
knowledge that is acquired about instances of a category. Other types of
interactions with instances do, too, as when people put knowledge to use.
For instance, making treatment decisions given symptoms (Markman &
Ross, 2003), affects disease category representations. The other side of the
coin is how knowledge is translated into action. Representation affects
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how humans interact with each other. For instance, physician beliefs about
a child’s home, school, and peers contexts affects diagnosis of mental
disorders (De Los Reyes & Marsh, 2011).

Even more closely integrating action and representation is an approach to
the nature of concepts known as the embodiment perspective. Traditionally,
the conceptual system was said to contain amodal knowledge, meaning
that experiences taken in through the senses are converted to a more
abstract representational format. Counter to such assumptions, an explosion
of recent research has demonstrated that sensorimotor variables affect
performance in diverse tasks. For instance, verifying a property in the
auditory modality (e.g., BLENDER-loud) is slower after verifying a taste
property (e.g., CRANBERRIES-tart) than after verifying another auditory
property (e.g., LEAVES-rustling). Activating stored knowledge of a word is
said to entail mentally simulating the actual experience of encountering its
referent in the world. In this view, the representations themselves are rooted
in systems for perception, action, and emotion (see Barsalou, Simmons,
Barbey, & Wilson, 2003).

CoMPUTATIONAL AND INEUROSCIENTIFIC ADVANCES: DISTRIBUTIONAL STATISTICS AND
DistrIBUTED REPRESENTATIONS

New methodologies have brought further insights into both representation
and processing. In doing so, they have helped show how the boundaries
between these two components of cognition are blurred.

Computation-intensive distributional models of semantics assume that
words appearing in similar linguistic contexts have similar meanings, and
that meaning can be deduced from the distribution of uses. From massive
inputs of discourse in the form of electronic corpora, word meanings are
constructed using information about word co-occurrences in the data.
The models differ substantially in detail, but all have the advantage of
demonstrating how semantic representations might be acquired from envi-
ronmental input. Although they do not necessarily account well for basic
patterns of word choice (Murphy, 2002, ch. 11), recent models integrating
feature-based representations with corpus-derived co-occurrence data may
help address such issues (see McRae & Jones, 2013.)

A different computational approach lies in connectionist modeling. While
the Collins and Quillian-type semantic network represented each concept
as a unitary node in memory, connectionism opened the possibility of
re-envisioning them in terms of patterns of activations across nodes that
individually have no conceptual content (e.g., Rogers & McClelland, 2004).
The same nodes participate in the representation of multiple concepts via dif-
ferent patterns of activation across them. The patterns of activation capture
the similarities among concepts, with concepts having more shared features
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producing more similar patterns of activation. Connectionist models can
model the acquisition of concept knowledge through gradual adaptation of
the connection weights between nodes, sharing with distributional models
the advantage of showing how representations may emerge from input.
They can also simulate the selective loss of knowledge through distortions of
weights, and they demonstrate how behavioral results (for instance, speed
to verify properties or class-inclusion relations) can be modeled even if the
association-based network as a literal map of how knowledge is laid out in
the brain is false.

The other major methodological advance has been in the area of cognitive
neuroscience. The most important technique has been functional neuroimag-
ing looking at what brain regions are active in processing words and pictures
of objects. Results support the embodiment perspective on conceptual rep-
resentation. Activating object concepts elicits patterns of neural activity in
regions close to, if not identical to, those involved in perceiving and interact-
ing with the actual objects. The same is true for perceiving color and thinking
about the colors of objects, and for carrying out actions and thinking about
the meaning of action words. For instance, thinking about pianos and type-
writers create similar patterns of activation in motor regions of the brain, and
reading a word strongly associated with a sound, such as telephone, activates
regions involved in auditory perception and processing (see Martin, 2007;
Yee et al., 2013). In short, stored knowledge about objects entails a great deal
of sensorimotor knowledge, and activating the knowledge engages relevant
sensorimotor regions of the brain.

Such evidence also highlights new possibilities for thinking about the over-
all organization of conceptual knowledge in the brain. If object knowledge is
represented in terms of sensorimotor and other attributes distributed across
different brain areas, it is less localized. A representation about telephones
would involve sound, but it would also involve purpose, shape, and several
types of motor activity (holding, dialing, and speaking), distributed across
different regions. Theories differ in specifics, but all are in agreement that
conceptual representations are distributed in some manner. A central hub
or convergence zone may integrate the information across modalities to cre-
ate the experience of a unified thought about an entity (see Yee et al., 2013,
for review). By moving away from notions of unitary concept nodes and
localized representation, this perspective is broadly compatible with connec-
tionist models of semantic knowledge.

Although studies of brain damage had shown that people can have
deficits for some types of concepts but not others, a difficulty for the idea
of domain-specific neural representation has been that the deficits do
not always respect the living thing versus artifact domain boundary. An
appealing aspect of the newer approach is that it can explain differential
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degradation of knowledge in terms of the features involved. Although
artifact representations may tend to involve more function-related features
and living things more sensory attributes, there can be variation across
individual entities. This variation may account for variable loss within a
domain (see Yee et al., 2013).

ANGLOS ARE NOT PEOPLE

Yes, English-speaking people of European descent are people in an impor-
tant sense. But when researchers talk about how “people” represent or use
knowledge, English speakers of European descent are not necessarily a good
gauge of “people” in general. Cognitive psychology spent its first decades
focused on this population. In many areas of psychology there is now interest
in the generalizability of findings and theories to other cultures (e.g., Henrich,
Heine, & Norenzayan, 2010). Under the umbrella of concepts and seman-
tic memory, however, work on other cultural groups has been limited. Pio-
neering research comes from Douglas Medin’s group (e.g., Atran & Medin,
2008), which has examined cultural differences in intuitive theories about
nature and the human place within nature. This work demonstrates that dif-
ferences can be pronounced and impact decisions and behaviors toward the
environment.

Other researchers have been motivated by observations about language.
It has become apparent that languages have different ways of dividing
up domains. For instance, English, Chinese, and Spanish group common
household containers differently by name. Such differences have been
documented for domains including color, number, plants and animals,
drinking vessels and household containers, body parts, spatial relations,
locomotion, acts of cutting and breaking, acts of carrying and holding (see
Malt & Majid, 2013, for review). These observations mean that when words
of one language (e.g., robin, chair) are used to identify concepts, the concepts
may be language-specific. Some researchers have begun to look for shared
components of word meaning underlying cross-linguistic variation (see
Malt & Majid, 2013) as a way to identify aspects of understanding of the
world that are language-general. Work on animal cognition and concepts
(e.g., Phillips & Santos, 2007) also helps identify aspects of conceptual
thought that occur across species and so are not language-dependent.

KEY ISSUES FOR FUTURE RESEARCH
THE Rest oF SEMANTIC MEMORY

Semantic memory as “general world knowledge” in principle encompasses
much more than units of knowledge labeled by single words. Existing
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research on concepts and semantic memory by no means provides a
complete picture of general world knowledge.

Some decades ago, researchers identified other kinds of knowledge struc-
tures that are important in guiding thought and behavior. For instance, work
on “scripts” (e.g., Schank & Abelson, 1977) illustrated how people use knowl-
edge of standard event sequences (e.g., having a restaurant meal) to interpret
events and select behaviors. Other larger scale knowledge structures such as
culture-specific formulas for telling a story (e.g., Mandler & Johnson, 1977)
and the “mental models” that people have of complex phenomena such as
the solar system and electricity (Gentner & Stevens, 1983) also are critical to
how people understand the world and act on it.

More recent related work does exist, such as that by Medin and colleagues
on how different cultural groups understand the natural world. Also in a
related vein is work on intuitive theories, explanatory schemes, and causal
understanding (e.g., Keil, 2006). An intriguing observation in some of this
work is how fragmentary the knowledge of some domains can be despite a
person’s sense that they understand the domain, and how inconsistent peo-
ple can be in the judgments they make and conclusions they draw, depending
on what elements of knowledge are retrieved in a given context (Shtulman
& Valcarcel, 2012). Understanding these forms of knowledge and how they
are used is essential to addressing societal problems such as threats to the
environment and achieving success in education.

None of these threads of research is well integrated with work labeled
“semantic memory.” The challenge will be to work out how knowledge
at different scales and levels of complexity are related to each other and
interact in determining thought and behavior. This integration is necessary
for an understanding of general world knowledge.

Tue LaNnGuaGE—CONCEPTS INTERFACE

A persistent haze has lingered over research in concepts and semantic mem-
ory about what exactly is the topic of investigation. Is it general-purpose
mental representations of the world, or is it words and their meanings as
part of the linguistic system? Some researchers talk about concepts, some
about word meanings, and some use the terms interchangeably. The confu-
sion over concepts versus word meanings also applies to the study of “con-
ceptual combination,” which is said to be about how simple concepts are
combined to create more complex ones (see Murphy, 2002, ch. 12), but which
in practice is about how noun phrases (such as chocolate bee or ocean bird) are
interpreted. Meanwhile, “polysemy” or the multiple senses associated with
a single word is routinely treated by cognitive psychologists as a feature of
language, although the units involved are presumably exactly the same as
those called concepts in other contexts.
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A commitment to the idea that lexicalized concepts are the ones used in
general nonlinguistic cognitive tasks is in line with the Whorfian hypothesis
that language strongly shapes an individual’s understanding of the world.
However, much recent research on the Whorfian hypothesis favors weaker
interpretations of linguistic effects on thought, such as that they are momen-
tary, online effects (e.g., Athanasopoulos & Bylund, 2013). Figuring out how
nonlinguistic and linguistic knowledge interface and interact will be an
important task for the future. Answers may help with gaining traction on
“conceptual combination,” which remains without a satisfactory account.
Similarly, clarifying when deficits due to brain damage reflect disruption
to conceptual knowledge, language processing, or the interface between
the two may help with models to account for such deficits. Traditionally
separate literatures on language production and on bilingual word learning
and lexical access also stand to benefit from clarifying the language-thought
interface.

One possible resolution is that no fixed concepts or word meanings exist. If
conceptual knowledge is stored in a distributed manner across the brain and,
metaphorically, in the mind, stimuli or tasks can selectively recruit portions
of this knowledge. Some stimuli and tasks may activate linguistic knowl-
edge and some may not. Online construction of concepts has been proposed
in the past (e.g., Barsalou, 1987). Online construction of word meaning also
has been proposed before and helps solve the problems of how senses vary
with context and how a single word can have indefinitely many senses (e.g.,
Clark, 1983). Most recently, online construction of word meaning has been
suggested in the context of distributional models of semantics (Kintsch &
Mangalath, 2011). Proposals of this sort have been the minority view to date.
In light of the recent advances in modeling and neuroscience, they may be
poised to become more dominant.
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