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Abstract

Experimental research has expanded markedly in political science over the past 30
years: the number of experimental articles in theAmerican Political Science Review has
almost quintupled since the mid-1980s. The main reason is intellectual: most schol-
ars by now agree that random assignment of cases to “treatment” provides the most
(perhaps the only) convincing evidence of causation. The second reason is techni-
cal advances that permit kinds of experimentation that, before about 2000, hardly
existed: field, natural, and survey experiments. These have grown, while laboratory
experiments have receded.While concerns remain about the external validity of these
experiments, both journals and funding agencies will likelymove increasingly in this
direction.

Three reasons may be advanced for the surge in experimental studies in
political science since the turn of the millennium: (i) technological advance;
(ii) demands for greater rigor and replicability from funding agencies, peer
reviewers, and informed publics; and (iii) most importantly, the greater
ability of experiments—some, assuredly not all—to prove what causes
political phenomena.
That there has been a huge rise is hardly in dispute. The share of articles in

leading journals that report on results of some kind of experiment has risen
sharply (Figure 1); articles that themselves report on the rise have multiplied
(Druckman, Green, Kuklinski, & Lupia, 2006; McDermott, 2002); and not
only handbooks (notably Druckman, Green, Kuklinski, & Lupia, 2011) and
how-to manuals on experimentation (Gerber & Green, 2012) have appeared
but, starting in 2014, a new journal devoted entirely to experimental work.1

Less evident has been a shift toward new and different kinds of exper-
imentation. The once-dominant laboratory experiments, conducted chiefly
among undergraduate subjects at major universities, have yielded to survey,

1. Journal of Experimental Political Science, eds. Rebecca B. Morton and Joshua A. Tucker. Cambridge
Journals.
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Figure 1 Experimental Articles in APSR, 1950–2014. (Note: Between 1906 and
1954, no experimental articles appeared.)

field, and “natural” experiments. In each case, the Holy Grail is fully random-
ized “treatment” of some presumably representative set of subjects. If, for
example, a random subset of voters is allowed to register more conveniently,
by how much, if at all, does the turnout of that “treated” subset change?
The virtue of random assignment, no less in politics than in medicine, is
that it presumably controls for all other sources of variance in the outcome.
If assignment is truly random, then the members of the “control” and the
“treatment” group can differ hardly at all in their composition by gender,
age, political inclination, previous voting history, or indeed any other char-
acteristic. They should of course also not differ in their awareness of whether
they have been “treated,” so most experiments take care to hew to a “single
blind” standard, inwhich such knowledge is withheld from the subjects; few,
so far, have also attained the medical “gold standard” of double-blindedness
(in which the researchers, too, remain ignorant of who has, and has not, been
treated until the study is complete).
Survey experiments best exemplify the effects of newer technology andmost

readily achieve true randomness. Services such as YouGov, now available
in 37 countries (https://yougov.co.uk/about/our-panel/), offer cheap and
ready access to nationally representative panels of Internet responders, who
can then be randomly divided into various treatment and control groups. In
the pioneering study byMichael Tomz and JessicaWeeks (2013), for example,
respondents in the United Kingdom and the United States were presented
with an identical scenario—a hypothetical country is surreptitiously devel-
oping a nuclear weapon—and asked whether a preemptive strike was jus-
tified. In half the sample, however, the fictitious country was described as a
democracy, and in the other half as an autocracy. In both countries, respon-
dents were far likelier to endorse a preemptive attack against the autocracy,
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thus suggesting a potent reason for the prevalence of the “democratic peace,”
that is, the rarity of armed conflict between democratic states.
What this example also demonstrates, however, along with many others,

is the well-known problem of “external validity,” is the Internet panel fully
representative of the citizenry, would subjects respond in the same way to
an actual crisis as to the hypothetical one, how easily could leaders persuade
them that a threatening democratic state was actually an autocracy, and so
on? We already have some evidence, albeit from a less fraught issue area,
that people’s responses to hypothetical choices fail to predict how they
will behave when faced with the same real choices, with real consequences
(Barabas & Jerit, 2010).
Field experiments face far fewer problems of external validity, approxi-

mating as they do the “silver standard” of randomized (but by no means
double-blind) field tests (RFTs; cf. Manzi, 2012, p. 77). In the typical case, as
indeed in what is usually credited as the very first experiment in political
science (Gosnell, 1926), voters, legislators, voting districts, or even the
coverage areas of television stations (Gerber, Gimpel, Green, & Shaw,
2011) are randomly assigned some treatment—a get-out-the vote mailing,
a mailing that invokes peer pressure by listing which of their neighbors
recently voted, a specific television advertisement, the same advertisement
in a different but widely spoken language (usually Spanish)—while others
are assigned a different treatment or no treatment at all. The differences in
response constitute powerful evidence both of the effect (or lack thereof)
and of its magnitude.
Even here, doubts about external validity may arise: would voters in, say,

Kansas respond in the same way as voters have been demonstrated to do in,
for example, Connecticut or Texas? However, the greater obstacles to such
experiments are ones of expense and nondeception. Mailings are expensive,
door-to-door campaigns even more so; ethical researchers cannot run ads or
send mailers that falsely imply they come from a given candidate, political
party, or official agency; nor can the treatment involve untruths (e.g., attribut-
ing to a candidate something she never said or a political affiliation he does
not have).
Scholars have proven remarkably adept at avoiding these pitfalls. In “en-

dorsement” surveying, for example, one can state a position that opposing
sides have in fact taken (Taliban vs ASIF; Republicans vs Democrats) but
in half of the sample attribute it solely to one group (e.g., Taliban), in the
other half to their opponents (in this case, ASIF) and in each case ask respon-
dents whether they agree with that position (Lyall, Blair, & Imai, 2013). If
support differs markedly according to which side is named as having “en-
dorsed” the position, that may be taken as tacit support of the one side or the
other. On evenmore delicate topics, or ones where respondents may fear that
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their answers will elicit retribution, “list” or “noise-introducing” techniques
may be used (Blair, 2015; Blair, Imai, & Lyall, 2014).2 Equally inventive, and
involving even more delicate issues of funding and of scholarly detachment,
was a pioneering study in which researchers persuaded a primary election
candidate for statewide office in Texas to permit them to assign his different
television ads, in English and in Spanish, randomly to different metropoli-
tan areas (Gerber et al., 2011). Because the campaign was also funding rolling
surveys, it proved possible not only to measure the impact of a given adver-
tisement but the duration of the impact. (For attack ads, the effect waned
quickly.)
Some of the most daring and original field experiments have been

performed in poorer and less stable countries, even in ones that have
experienced recent civil war or genocide. In Rwanda, for example, Paluck
and Green (2009) ascertained, again by random assignment of subjects in
a small set of rural villages that had experienced the genocide, whether
regular viewing of a government-sponsored telenovela that subtly advocated
ethnic reconciliation (vs a “control” set of videos on AIDS prevention)
actually changed expressed attitudes and—far more difficult to pin
down—behaviors.3

Finally, and most controversially, natural experiments have proliferated. In
these, there is no attempt to assign subjects or regions randomly; rather,
evidence is advanced that some exogenous event—the building of an
express highway (Shami, 2012), the drawing or redrawing of state, regional,
or electoral district boundaries (Ansolabehere, Snyder, & Stewart, 2000),
which party held power in London at the time a given Indian province was
subjected to British rule (Banerjee & Iyer, 2005), whether military recruits
from a given area experienced combat (Jha & Wilkinson, 2012)—has yielded
a “quasi-random” assignment of units or persons to “treatment” and
“control” groups. An important subset of natural experiments (although not
always so regarded) involves so-called regression discontinuity analyses, in
which cases on slightly to one side of a “discontinuity” are compared with
those on the other side. In one of themost common examples of such studies,
the researcher compares parliamentary candidates who narrowly won their

2. These techniques obscure the responses of individuals—in that sense, they introduce “noise” into
the “signals” from individual respondents—but still permit valid inference from the set of respondents as
a whole. In the “list” technique, respondents are asked only to indicate how many of the items on a larger
list they endorse, not which ones. In the survey in Afghanistan, for example, the question asked was, “I’m
going to read you a list with the names of different groups and individuals on it. After I read the entire
list, I’d like you to tell me howmany of these groups and individuals you broadly support, meaning that
you generally agree with the goals and policies of the group or individual. Please don’t tell mewhich ones
you generally agree with; only tell me howmany groups or individuals you broadly support” (Blair et al.,
2014, p. 1045).

3. Pushed too far, such field experiments raise ethical concerns: Are subjects, for example, being
deceived or being surreptitiously observed? A different concern is that some less developed countries can
become such frequent loci of field experiments that subjects become too knowledgeable, or even jaded.
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seats with rival candidates who narrowly lost. Here the assumption is
maintained that such narrow victories and defeats—whether a candidate
receives 49.9% or 50.1% of the vote—are essentially decided by chance, so
that in all other respects these narrow winners are identical to the narrow
losers. [See, for one recent example, Eggers and Hainmueller (2009).]
Interestingly, one of the earliest known practitioners of the natural exper-

iment was Abraham Lincoln. In the debates in the 1850s over whether to
permit slavery to expand into the territories, Lincoln’s adversary Stephen
Douglas argued that the legal status of slavery did not matter: slavery flour-
ished where soil and climate encouraged plantation agriculture, withered
where they did not. In rebuttal, Lincoln in his famous “Cincinnati Speech” of
September 17, 1859 (Lincoln, 1897) offered a persuasive natural experiment:

Let us take an illustration between the States ofOhio andKentucky. Kentucky is
separated by this River Ohio, not amile wide. A portion of Kentucky, by reason
of the course of the Ohio, is further north than this portion of Ohio, in whichwe
now stand. Kentucky is entirely coveredwith slavery; Ohio is entirely free from
it. What made that difference? Was it climate? No! A portion of Kentucky was
further north than this portion of Ohio. Was it soil? No! There is nothing in the
soil of the onemore favorable to slave labor than the other. It was not climate or
soil that caused one side of the line to be entirely covered with slavery, and the
other side free of it.Whatwas it? Study over it. Tell us, if you can, in all the range
of conjecture, if there be anything you can conceive of thatmade that difference,
other than that there was no law of any sort keeping it out of Kentucky, while
the Ordinance of ’87 kept it out of Ohio.

Yet, as Lincoln was wise enough to note, the presumption of “quasi-
randomness” remains always rebuttable in natural experiments. There may
indeed be some difference in “all the range of conjecture” that determines or
explains the contrast between the supposed treatment and control groups,
or that shows them to differ substantially from each other in some way
that random assignment could not yield. If, in a regression discontinuity
analysis, three-quarters of the narrow victories in Congressional races go to
Republicans, while three-quarters of the narrow losers are Democrats, the
quasi-random assumption is violated in an important way. If the systems
of land tenure imposed by the British in India resulted more from preex-
isting post-Mughal institutions than from the colonial masters’ prevailing
ideology (Foa, 2015), we can no longer assume random assignment. Had
it been the case—and the authors take care to show that it was not—that
combat experience of Indian soldiers in World War II had been confined
largely to groups that the British had regarded as “warlike castes,” again the
assignment to treatment or control would have been far from random.
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Trenchant criticisms of some early natural experiments along these lines
have been raised, most pithily in an article aptly entitled, “When ‘Natural
Experiments’ Are Neither Natural nor Experiments” [Sekhon and Titiunik
(2012); but see also Imai, Keele, Tingley, and Yamamoto (2011)]. Such exposés
by no means rule out natural experiments—Lincoln’s remains persuasive to
the present day—but they do raise a warning flag: one must demonstrate
convincingly that a “quasi” (literally: “as if”) random assignment has a high
likelihood of being close to random.
In a few extraordinarily lucky instances, a natural experiment offers full

andundoubted randomization. Robert F. Erikson andLaura Stoker (2011), for
example, exploited the Vietnam-era draft lottery, in which men’s birthdays
were literally chosen by being drawn from a rotating drum, to establish that
having been assigned a low “draft number” and, hence exposed to a risk of
conscription, was strongly and enduringly associated with more pacifist and
leftist political attitudes.
Finally, laboratory experiments continue to be performed, but they seem to

be fading from the mainstream journals. From 2012 to the present (Autumn
2015), for example, only two articles based on laboratory experiments have
appeared in the APSR, about 10% of the total number of experimental
papers published during that time. What seems to have undermined this
kind of experimental work is a growing skepticism about its external
validity: do ordinary people, or actual decision-makers, behave in the
same way as undergraduate subjects sitting before a computer? In some
cases, practitioners of this approach have actually tried to buttress their
findings by replicating their studies among more representative subjects.
Laboratory experiments probably convince best when they tap basic human
characteristics—our propensity to miscalculate odds, or to draw false
inferences by “thinking fast” (Kahneman, 2011)—rather than specifically
political reactions. In other words, it seems that laboratory experiments are
migrating to the domain of psychology and away from political science.
The trend therefore is clear; but what has driven it? The first factor, as men-

tioned earlier, is simply improved technology. By a corollary of “Moore’s
Law,” computerization has made all kinds of experiments cheaper and eas-
ier to do, albeit by varying margins. Survey experiments would have been
impossible, or at the very least prohibitively expensive, in the precomputer
age. Field experiments have been aided by video technology, smart phones
(e.g., to register responses instantly or to photograph electoral irregularities),
and faster communications from the field to a central data-gathering point.
Even laboratory experiments have benefited significantly: subjects who once
registered their responses laboriously, often on paper, now do so instantly
from a computer screen. In addition, natural experiments are more easily
elicited through such innovations as digitized archives and GIS mapping.
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A second factor, often underestimated, has involved demands from politi-
cians, opinion makers, and even informed publics for clearer, more convinc-
ing, and more reliable findings, ones on which policymakers can actually
rely. The critic Jim Manzi (2012), whose work the New York Times colum-
nist David Brooks (2012) popularized, contends that in the most important
recent crises—the Great Recession, the Iranian nuclear threat, rising income
inequality, overtime variations in crime rates—the social sciences, including
economics, have relied on models that, while “useful” and “interesting,” do
“not establish a causal relationship with sufficient certainty to [permit] ratio-
nal prediction of the effect of a change in policy (Manzi, 2012, p. 105).” In his
view, only fully randomized testing can establish causation with sufficient
certainty; and such testing must set itself more modest goals, elucidating
pieces of the puzzle—as, in fact, most recent experiments do.
While much of the rising political opposition to governmental funding of

the social sciences betrays simply a “shoot the messenger” attitude toward
findings the politicians or opinion leaders dislike (cf. Rogowski, 2013), polit-
ical science in particular renders itself vulnerable to attack on precisely the
groundManzi andBrooks suggest: weak and tentative causal inference, occa-
sioned entirely by lack of fully randomized testing. To draw an unhappy
parallel, if medicine still relied on anecdote and induction, the National Insti-
tutes of Health might be similarly subject to political attack. Even massively
evidence-supported science, of course, can be attacked by the ignorant, the
deluded, or the meretricious4—think only of the current controversies over
global warming, vaccines, and geneticallymodified organisms—but refuting
such nonsense is far easier if the truth is supported by extensive and repeated
randomized tests, as for example in the case of the vaccine controversy.
Peer reviewers for major journals in political science, to judge by the

experience of the APSR and other leading outlets, have begun, if not to
reject other modes of inquiry, to credit far more the findings of experimental
research. More specifically, the now-frequent criticism of endogeneity, that
is, of possible reverse causation or of causation of two correlated variables
from a third factor not considered, has felled many an otherwise convincing
paper;5 and the by-now conventional answer of employing a clearly exoge-
nous instrumental variable (IV) can never be as convincing as a randomized
experiment—although, of course, such experimentation is hardly possible
in the case of historical data.

4. Thus tobacco companies massively funded research that cast doubt on the link (which they knew
perfectlywell to be irrefutable) between smoking and lung cancer; and, inmore recent years, large oil com-
panies have sought to create controversy over man-made global warming, while in private they not only
accepted its reality but were taking measures to protect their own investments against such consequences
as rising ocean levels (Krauss, 2015; Lieberman & Rust, 2015).

5. I speak here, albeit only impressionistically, from my 4-year experience (2008–2012) as lead editor
of the APSR.
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The National Science Foundation (NSF) is moving only glacially in this
direction, likely to its political detriment. Of 237 NSF political science awards
with start dates in the 4 years between September 1, 2011 andAugust 31, 2015,
16, or not quite 7%, included the words “experiment” or “experimental” in
their titles, and the trend appeared virtually flat: 6% in the first 2 years, just
under 8% in the last two.6 Yet as it becomes evident that the few experimen-
tal projects they have funded have been among those with highest impact,
and as it becomes more urgent to fend off political attacks, one suspects that
a greater share of funding will go to experimental work. For now, however,
some of the most startling and fine-grained studies, including notably the
one from the Texas primary election, are being funded by campaigns, other
private sources, or smaller foundations.
The parallel shift in economics, albeit more recent, seems also to be more

rapid, particularly in development economics, where the work of Abhijit
Banerjee and Esther Duflo (2011) has proved revolutionary and is rapidly
coming to dominate. The World Bank, the Inter-American Development
Bank, and the governments of Indonesia and India, among many others,
have tested policy innovations through randomized controlled trials (RCTs)
(Economist, 2013, 2015).
The final advantage, and certainly the most important one, is sheer sci-

entific beauty and honesty. We understand almost immediately that a fully
randomized experiment convinces us as no nonexperimental method can.
At their best, the findings of randomized experiments in political science are
as exciting and important as those of the earliest ones in medicine—which,
surprisingly, date only from the late 1930s (Manzi, 2012, Chapter 7).
It should go without saying that many important questions in political sci-

ence, especially ones of historical causation, cannot be addressed by ran-
domized trial—although even in cases from the past, there is great value in
searching, as Lincoln did and Banerjee and Iyer have done, for some natu-
ral experiment. Other large questions will have to be addressed piecemeal:
Tomz and Weeks have by no means solved the whole puzzle of the demo-
cratic peace, but they have certainly shed important light on how much of it
is due, precisely as Immanuel Kant originally argued, to citizens’ reluctance,
on both moral and practical grounds, to enter combat with another democ-
racy. Furthermore, we do not know whether, in general, exposing citizens to
the risks of combat by conscription makes them in later years more bellicose
or more pacific (or neither); but thanks to Erikson and Stokes, we now know
for certain that, in the case of the United States during the Vietnam war, it
made potential draftees lastingly more pacific.

6. Search on NSF Awards database (http://www.nsf.gov/awardsearch/), using “advanced search”
function and keying for SBEDirectorate andProgram“political science,”within the specifieddates. Search
conducted on October 16, 2015.
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It requires little courage to make bold predictions about a future in which
one will no longer be alive, but I will at least speculate that, 50 years from
now, experimentation will play much the same role in political science as
it now does in medicine, and with similar results in public confidence and
material support. If I am wrong, and if political science remains a largely
nonexperimental science, it will continue to be treated with skepticism and
stinginess—and, I fear, rightly so.
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