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Abstract

“Big data” from online communities opens up unprecedented opportunities for
social scientists to track human behavior and social interaction in real time and
on the individual level yet on a global scale. Will the empirical windfall make
theory unnecessary by allowing scientists to search for whatever pattern is “out
there,” expected or otherwise? This essay argues that the deluge of relational data
promises a new beginning for causal explanation, for two reasons. First, these new
sources of data—from friends, peers, neighbors, colleagues, and coworkers—avoid
the atomistic theoretical bias imposed by a half century of reliance on surveys
administered to stratified random samples. Second, the growing ability to conduct
online experiments with randomized trials makes it possible to test theories about
the causal processes that underlie observed patterns.

For the past century, social science has suffered from a severe and unrelenting
empirical drought. The reason is simple: social interactions are very hard to
observe and even harder to study under controlled conditions. People pre-
fer to interact in private, they change their behavior when they know they
are being observed, the number of dyadic interactions increases exponen-
tially with group size, and these observations need to be ongoing—a single
snapshot is often insufficient. These constraints have limited studies of ongo-
ing behavior and social interaction to small bounded groups such as clubs
(Zachary, 1977) and villages (Entwisle, Faust, Rindfuss, & Kaneda, 2007).
Population scale data are limited to surveys because it is much easier to
ask an isolated individual about their friends than to observe the ongoing
interactions that comprise friendship. Surveys provide detailed retrospec-
tive accounts of individual attributes but are largely incapable of measuring
real-time ongoing behavior, social interactions, or network structures.

∗This essay incorporates material previously published in Golder and Macy (2014), Macy (2015), and
DellaPosta, Shi, and Macy (2015).
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BIG THEORY IN THE ERA OF BIG DATA

The empirical drought is now over. “When it rains, it pours,” and social sci-
ence is now flooded with a tidal wave of time-stamped digital records that
track ongoing human behavior and social interaction at the individual level
yet on a global scale, as Scott Golder and I noted in a recent overview for the
Annual Review of Sociology.
The Web sees everything and forgets nothing, each click and key press

residing in a data warehouse waiting to be mined for insights into behavior,
from spam detection to product recommendations to targeted advertising.
Our mobile phones, tablets, and laptops report every webpage we visit and
every link we click and can even report our precise location and move-
ments. Our social interactions are mediated through e-mail, Skype, instant
messaging, Facebook, and Twitter. Our photographs are identity-tagged,
geo-tagged, and time-stamped, creating a who-when-and-where recording
of everything we upload. Social media platforms such as Facebook and
online labor markets such as Amazon Mechanical Turk make it possible to
conduct controlled experiments using thousands of participants from all
over the world.
Meanwhile, rapid advances in cluster computing make it feasible to store

and analyze these data at petabyte scale. As a consequence, it is now possi-
ble for the first time to search randomly for empirical regularities instead of
targeting the collection of data needed to confirm a previously hypothesized
prediction.
This ability led Wired’s Chris Anderson (2008) to famously proclaim “the

end of theory.” The end of theory is also embraced as the end of explanation:
When the world can be mapped with unprecedented temporal and spatial
granularity yet at global scale, it is sufficient to answer “how” and leave
“why” to the storytellers. Similarly, we do not need to knowwhy a prediction
holds so long as it has high precision and recall.
A recent special issue of the Review of Behavioral Economics took a very dif-

ferent tack. In the lead article, HerbGintis (an economist) andDirkHelbing (a
sociophysicist) pointed to the need for an “analytical framework for model-
ing the structure and dynamics of modern societies” (2015). In a comment on
their proposal, I characterized the framework they propose as “big theory”
(Macy, 2015). This framework uses recent advances in complexity science to
go far beyond the equilibriummodels that have been themainstay of neoclas-
sical economics for the past century. Gintis and Helbing identify two impor-
tant theoretical breakthroughs: from equilibrium to disequilibrium and from
instrumental rationality to normative and expressive behavior. These twin
extensions offer the promise of intradisciplinary theoretical integration and
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greater opportunities for cross-disciplinary collaboration between social sci-
ence and statistical physics. The intellectual forebear is Parsons and Shils
(1951) general theory of social action, a midcentury attempt at theoretical
integration that failed, Gintis and Helbing contend, because Parsons was
working prior to the development of the powerful new analytical tools in
complexity science, including stochastic and Bayesian updating, computa-
tional modeling, and evolutionary game theory. A half century later, all the
pieces for “big theory” are now in place, thanks to theoretical breakthroughs
that came too late for Parsons.

AIMING THE TELESCOPE

So who is right, Anderson, who sees the empirical and computational
advances supplanting the need for theory, or Gintis and Helbing, who see
advances in big theory as a new foundation for empirical research? Similar
to Gintis and Helbing, physicist-turned sociologist Duncan Watts (2011) also
sees exciting opportunities for social science, but for a very different reason.
For Watts, the immediate stumbling block is the need for better data, not
general theory, and the breakthroughs are empirical, not theoretical. Watts
(2011) concludes, “[T]hree hundred years after Alexander Pope argued that
the proper study of mankind should lie not in the heavens but in ourselves,
we have finally found our telescope. Let the revolution begin.”
Gintis and Helbing might quickly remind us that it is not enough to build

the telescope.We also need to knowwhere to point it, and for thatweneed the
core analytical toolkit that they propose. The argument goes back to Parsons:
“We never investigate all the facts which could be known about the phenom-
ena in question, but only those which we think are important. This involves
a selection among the possible facts,” Parsons argues, based on “their rele-
vance to the logical structure of a theoretical scheme” (1938, p. 15).
Or is it the other way around? Could Newton have discovered the laws of

motion, Watts asks, without the prior invention of the telescope and the data
collection it made possible? Parsons failed, Watts contends, because he did
not have sufficient data to detect the behavioral regularities required for a
general theory. A telling example: The Arecibo Observatory, devoted to the
search for signs of extraterrestrial intelligence. The search is not limited to
locations suggested by a theory of where to look. In addition, we now have
the ability to systematically scan the heavens looking for evidence.
Yet Watts stops well short of embracing the end of theory. Instead, he rec-

ommends what Parson’s student Robert Merton (1949) called middle range
theorizing. Middle range theorizing can be situated between two extremes.
On one side is a unifying theory that can be universally applied, such as Par-
son’s general theory of social action or the analytical Marxism I learned from
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Gintis when I was a graduate student. At the other extreme is the atheoreti-
cal practice of data mining and pattern detection advocated by Anderson. In
between these extremes, one finds middle range theories that treat a partic-
ular empirical puzzle as a vehicle for addressing an underlying theoretical
question.

THE BIG DIFFERENCE

I agree with Watts but would take the argument one step farther: The era of
big data is not the end of theory, it is the beginning. It is the beginning in the
familiar epistemological sense that Kepler’s observations enabled Newton’s
generalizations. Breakthroughs in measurement technologies often precede
advances in theory.
Of course, this correlation is little more than a mantra unless we can spell

out the enabling mechanism. Big data is the beginning of theory in a very
specific way that goes largely unrecognized. What is important about big
data is not just that it is big, but that it is different. The key difference is that
the data are relational and behavioral, in striking contrast with the atomistic
and retrospective self-reports that have been the mainstay of social science
following the invention of stratified random sampling.
It is widely recognized that samples differ from the underlying population

because of underrepresented, hard-to-reach subpopulations, and there have
been enormous advances in the ability to overcome that problem both in the
administration of surveys and in the statistical weighting of the results. There
is another way that samples differ with the underlying population; however,
that is not widely recognized. Respondents have no family members, neigh-
bors, friends, colleagues, coworkers, or classmates in the sample. There is no
one else in the sample who influences the respondent and no one whom they
influence.
This is deliberate. Sampling frames are intentionally designed to obtain

independent observations for two important reasons. Independent obser-
vations are used to estimate standard errors and to obtain samples that are
representative of the underlying population distribution.
The problem is that the independent observations obtained using opinion

surveys administered to a random sample imposes an atomistic theoretical
bias. Where do we look for our explanations of the opinions we observe in
the data? The search for explanations is constrained by the available data.
We have no data about the opinions of the respondent’s friends, coworkers,
family, or neighbors. However, in most opinion surveys, we have very com-
plete data about the individual attributes of the independent respondents.
We know each respondent’s socioeconomic background, ethnicity, gender,
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age, education, occupation, and income.We can then show how the distribu-
tion of opinion across a set of individuals is associatedwith the distribution of
their demographic profiles. Why is a given individual more liberal on some
hot button social issue? Because of that individual’s age, gender, ethnicity,
education, occupation, and income.
Not only dowe have the data for atomistic explanations, the data are almost

certain to cooperate in the empirical conspiracy. In a recent study, DellaPosta
et al. (2015) found that 58% of the lifestyle measures in the General Social
Survey (GSS) cumulative file were correlated with political ideology, and a
follow-up analysis revealed that 94% of lifestyle measures were correlated
with one or more demographic measures at the 0.001 level. Pick an opinion,
attitude, or belief at random and you are very nearly guaranteed to find a
highly significant demographic correlate.
In addition, demographic measures allow us to make convincing

causal arguments using observational data, without the need for costly,
time-consuming, and generally impractical reliance on experiments with
randomized trials. Correlations between most other measures available to
social scientists are susceptible to what statisticians call spurious causation
(e.g., property damage tends to increase the more fire trucks that show up
to put out the fire). In contrast, most demographic measures do not have
“causal priors” (e.g., there is nothing prior to gender or ethnicity that causes
one to be male or white and also affects opinions and beliefs).
Moreover, these demographic explanations are reasonable and ideo-

logically convenient. They are reasonable because the opinions that we
hold—our beliefs, ideas, and attitudes—reflect our formative personal
experiences and our material self-interests. The explanations also resonate
with the enlightenment commitment to an individualistic ideology that
people “think for themselves,” as if they lived on a deserted island with
no influence from anyone else. In short, the atomistic theory is logically
sound (given that demographics are causally prior), empirically plausible,
resonates with the Enlightenment belief in individual autonomy, and enjoys
massive empirical support in survey-based opinion research.
There is, however, a potentially devastating problem, one that goes largely

unnoticed: Atomistic explanations—including those anchored in demo-
graphic causal priors—may be entirely or largely spurious owing to network
autocorrelation. Methodology textbooks invariably warn us about serial
autocorrelation—an observation at time t is not independent of that same
observation at time t− 1. For example, fast food consumption and longevity
both increased in the postwar era, but that does not mean we should eat
Big Macs for breakfast, lunch, and dinner. Network autocorrelation is the
relational equivalent. Just as an individual is similar to its earlier self, so too
an individual is also likely to be similar to its network neighbors, and this
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can lead to spurious correlation if the autocorrelation is not accounted for in
the causal model.
In the same study that showed widespread correlations among lifestyles,

politics, anddemographics, DellaPosta et al. (2015) used computer simulation
to demonstrate this formally. They created an artificial world based on two
widely observedprinciples: homophily and social influence.Homophily refers
to the tendency to interact with those who are similar and to avoid those
who are different. Influence is the tendency to become similar to those with
whom one interacts. The two self-reinforcing processes generate network
autocorrelation. They assigned the agents a static attribute corresponding to
a salient demographic trait and dynamic attributes corresponding to opin-
ions that could be influenced by demographics and by the opinions of others
with whom an agent interacted. From a random start, agents became sorted
into densely connected like-minded clusters that also differed demographi-
cally. If we were to administer a survey to a random sample, we would find
widespread correlations among opinions and between opinions and demo-
graphics, just like we find in the GSS. We might reasonably conclude that
opinions reflected the formative experiences and material interests associ-
atedwith demographic differences. However, if we then control for the opin-
ions of network neighbors—which we can do in this artificial world but not
in real-life random samples—demographic differences in opinion diminish
by an order of magnitude.
The simulation results point to the troubling possibility that thousands

of widely published statistically significant demographic correlations
with opinion may be largely spurious owing to the unmeasured effects
of network autocorrelation. The effects are unmeasured because the data
on network neighbors are not available in the GSS or most other opinion
surveys administered in the past century. With no ability to rule out network
autocorrelation as a source of spurious causation, we can simply pretend that
the observations in the underlying population must also be independent,
just as they are independent in the sample that was carefully constructed to
be representative.
The circle is easy to close. Statistical inference depends on random samples

composed of independent observations, atomistic explanations have elective
affinity with underlying populations composed of independent individuals,
and representative samples give us confidence that the demographic corre-
lations that are all but guaranteed to be discovered in a sample accurately
reflect the processes operating in the underlying population. In short, the
atomistic explanation is accepted because it is intuitively plausible, ideolog-
ically resonant, the available survey data strongly support it, and the rela-
tional data are not available that might refute it.
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At least not until now. Relational data is pouring in from everywhere
around us. Wikis make it possible to observe in minute detail how globally
dispersed work teams coauthor documents. Music download sites such as
Last.FM let us track the birth of stars in social networks. Every day, the
“blogosphere” generates billions of public records containing the opinions
of hundreds of millions of friends and followers around the globe, on topics
including politics, health, travel, gardening, real estate, books, fashion,
beauty, education, sports, and law. Crowdfunding sites such as Kickstarter
track the flow of investments in start-ups.
Relational data is not limited to interpersonal ties in social networks. We

can also construct bipartite networks in which the links represent a cultural
connection. For example, we can use copurchases on Amazon, colistening
on Last.FM, cofollowing on Twitter, and codownloads on YouTube to find
cultural links among books, bands, and buffoons.
In short, data from these and other online communities are now being used

for a growing number of studies that confirm relational theories of social
influence and homophily, with the results published in the leading scien-
tific journals. Access to big data is not ending theory; it is expanding it, from
atomistic to relational.

LIMITATIONS OF BIG DATA

Just as the electronic microscope and space telescope allow us to see
molecules and distant stars, massive amounts of online data make it possible
to detect effects that are much smaller than what could be previously
observed. For example, Scott Golder and I used hundreds of millions of
tweets to detect diurnal patterns of positive and negative affect that can
be detected by the choice of words (Golder & Macy, 2011). The effects of
emotion on word choice produce strikingly stable patterns, but the effect
sizes are tiny—not because the emotions are small but because emotions
have only very small effects on the word choices that are used as lexical
indicators of changes in affect over time.
The power to see small effects also has a downside. Big data make it harder

to find the needle in the haystack not because of all the hay but because of
all the needles. For example, a modest correlation of r= 0.17 is not statisti-
cally significant (p< 0.09) with n= 100, yet a vanishingly small correlation
of r= 0.0014 is highly significant (p< 0.00001) with n= 10M. This time the
correlation is vanishingly small (r= 0.0014), yet it is highly significant, with
p< 0.00001.More generally, with big datawe can find needles that are incred-
ibly small, but the question is, do we care? And to answer that question, we
can no longer use statistical significance. The criterion we have to use is the-
oretical significance, and for that we need theory.
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We also need theory for causal inference, as noted by Parsons (1938, p. 15).
Researchers, Parsons observes, are rarely “content simply to state bald,
discrete facts. They go beyond this to maintain the existence of relations of
interdependence, causal relations, [and] an imputation of causal relationship
cannot be proved without reference to generalized theoretical categories.”
Moreover, even when the researcher is content to state a descriptive pattern,
there is nonetheless a theory implied by the choice of what to include and
how to measure it. Thus, the alternative “is not as between theorizing
and not theorizing, but as between theorizing explicitly with a clear con-
sciousness of what he is doing with the greater opportunity that gives of
avoiding the many subtle pitfalls of fallacy, and following the policy of the
ostrich, pretending not to theorize and thus leaving one’s theory implicit
and uncriticized, thus almost certainly full of errors” (1938, p. 15).
While I agree with Parsons that causal inference requires a theory, even if it

is only implicit, it does not follow that theory combinedwith data is sufficient
for causal explanation. No matter the size, big data remain observational in
nearly all cases, and observational data have inherent limitations for causal
inference. The abundance of big data is enabling the era of measurement, not
the era of explanation. We need to recognize and appreciate what these data
can tell us and avoid the temptation to claim more than what is warranted.
Computational social science is a young science, and sowe should expect the
focus to be on measurement, on detecting the patterns that we could not see
before. Even if we cannot yet explain what we can now detect, it is important
to be able to identify the patterns that need explanation.
These data have an additional limitation. While survey data are strong on

demographics and weak on relational measures, data from online networks
are strong on relational measures but weak on demographics. Researchers
are making rapid progress in building face-recognition tools to impute age,
gender, and ethnicity, but much work remains to fill in other demographic
dimensions, especially education, occupation, and income.

EXAMPLES

When Nathan Eagle, Rob Claxton, and I used a nearly complete 1-month
record of telephone calls to map the social network structure of the United
Kingdom, this was the first time this had ever been done for an entire
country: 360 million social connections among 65 million people (Eagle,
Macy, & Claxton, 2010). Nevertheless, our study raised more questions than
it answered. We used these data to test Granovetter’s (1973) theory of the
“strength of weak ties,” which predicts economic advantages of connections
to people outside one’s immediate network neighborhood. That is one of the
most influential ideas in all of social science, and our data made it possible
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for the first time to demonstrate this economic advantage at population
scale. We found that communities composed of people with diverse social
networks were economically advantaged. Yet we could not identify the
underlying causal mechanism or even the causal direction. That remains to
be done.
These same data revealed another puzzle as well. Granovetter assumed

that bridge ties are weaker—less frequent interaction and lower emotional
valence (e.g., trust)—compared to ties that are embeddedwithin densely con-
nected clusters. We found that the density of interaction between network
neighbors increases with the proportion of mutual friends, exactly as Gra-
novetter predicted. In addition, we found that the density dropped sharply
as the range of the tie increased from two steps (neighbors with at least one
mutual friend) to four steps (only the neighbors of the neighbors have at least
onemutual friend). However, then something really strange happens. As the
range (i.e., the network distance spanned by the tie) increases beyond four,
the density of interaction starts to increase.
Recently, Patrick Park and I replicated this analysis with data from Twitter

and found the same pattern. It is an important contribution to have detected
this unexpected pattern, even thoughwe cannot yet explain it. There are sev-
eral possibilities: (i) Higher degree creates more shortcuts that reduce the
range of each tie, and the more neighbors one has, the less time to interact
with each one. (ii) Relationships with business and professional associates
may entail frequent interaction even though they are outside one’s circle
of friends. (iii) Social and geographic mobility causes social ties to acquain-
tances to decay (e.g., the ties to all but the very closest of childhood and high
school friends are likely to have disappeared by middle age). These are all
reasonable hypotheses, but we are not yet able to find a definitive solution to
the puzzle.
In a recent study, Bogdan State, Ingmar Weber, Patrick Park, and I used

global social network data to see if online social media can bridge cultural
boundaries in the offline world (State, Weber, Park, & Macy, 2015). The
boundaries we tested were proposed by Samuel Huntington, who posited
eight civilizations that have persisted over the course of recorded human
history—the Western, Orthodox, Islamic, Asian, and so on. We wanted to
see if social ties are more likely to form between people living in different
countries when the two countries share the same cultural heritage. To find
out, we used Yahoo’s anonymized global e-mail logs, with the message
content removed, and taking into account differences among countries
in Internet access and in Yahoo’s share of the e-mail market. The results
provided strong evidence that cultural boundaries persist in online social
networks, despite the “world wideness” of the Web.
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In a follow-up study with Wei Dong, Kate Ehrlich, and Michael Muller, we
used data from one of the largest multinational corporations to see if com-
mon organizational membership is sufficient to bridge those same cultural
boundaries (Dong, Ehrlich, Muller, & Macy, 2015). This corporation operates
an internal Facebook-like social media platform to connect its 300,000 world-
wide employees. We used the logs to replicate the e-mail analysis, except
that this time everyone is in the same organization. Will that be sufficient
to bridge the cultural boundaries that Huntington proposed? The answer is
no. The results were nearly identical to what we found with e-mail logs. So
thenwe drilled down a little deeper.What if everyone is working together on
the same task? To find out, we mapped the global network structure for the
15,000 people on sales teams. This time the cultural boundaries completely
disappeared. People on sales teams were just as likely to interact across cul-
tural boundaries as within.
These studies of national and global social networks are examples of how

big data are shifting the theoretical focus of social science from atomisticmul-
tivariate analyses of the relationships among attributes within individuals to
relational analyses of the relationships between individuals. These data also
allow us to go beyond the retrospective self-reports in survey responses to
measure highly granular real-time behavior at a global scale.

COMING ATTRACTIONS

These examples of studies using online data represent breakthroughs in
measurement, not explanation. They are based on observational data whose
explanatory limitations do not diminish with the number of observations.
Yes, we can now measure things that would have seemed impossible a
decade ago, but as exciting as this may be, it is also a source of immense
frustration. Social scientists want to do more than measure, we want to
explain.
The gold standard for explanation is the use of randomized trials. For the

past half century, social and behavioral scientists have conducted experi-
ments involving a handful of college sophomores engaging face-to-face in a
physical laboratory. Generalizing from a few dozen relatively advantaged
19-year-olds to the broader adult population raises troublesome questions
about the external validity of the findings. In response, researchers have
begun to use “virtual labs” in which a much larger and more diverse set of
participants interact online. For example, Dustin Chertof, Elisa Bienenstock,
and I developed a multiplayer game called Empires of Fortune to study
intergroup rivalry. The game drew on proven formats such as “Civilization”
and “Farmville” and confronted players with the dilemma whether to
contribute to team efforts to compete with a rival group. Experimenters can
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manipulate game parameters to test how resource constraints, group size,
network structure, and social identity affect conflict and cooperation.
Online labor markets, such as Amazon Mechanical Turk, are also being

used as virtual labs. Milena Tsvetkova and I used a virtual lab to look for
the causal mechanisms that explain why people respond to the kindness
of strangers by “paying it forward” (Tsvetkova & Macy, 2014). We created
chains of generosity to strangers by recruiting hundreds of “Turkers” on
Amazon’s “Mechanical Turk” online labor market. We found that receiving
help made participants more likely to help others, but observing help had
the opposite effect, as predicted by theories of collective action.
Other recent studies have gone far beyond the several hundred participants

that are feasible using Amazon Mechanical Turk. Facebook has collaborated
with social and behavioral scientists to run field experiments involving mil-
lions of users to see if friends influence voting behavior (Bond et al., 2012,
pp. 295–298) and if emotions are contagious (Kramer, Guillroy, & Hancock,
2014, pp. 8788–8790).
These studies have sparked intense controversy regarding the ethics of

online field experiments. These concerns apply to observational studies
as well. Online research poses serious legal and ethical challenges on two
levels: how to protect individual privacy and how to reconcile property
rights of the companies that own the data with requirements for open access
with which to replicate results.
A careful exploration of these issues goes beyond the purview of this essay.

The focus here is on concerns that massive online data may lead to a deluge
of empirical findings with little or no theoretical motivation. As Scott Golder
and I concluded in a recent review (2012), “The unprecedented opportunity
to observe human behavior and social interaction in real time, at a micro-
scopic level yet on a global scale, is attracting widespread interest among
scientists with the requisite skills to mine these data but not always with the
theoretical background needed to guide the inquiry. Studies that identify pat-
terns of behavior or map social landscapes invite dismissal as ‘atheoretical
empiricism,’ but this may be shortsighted. These pioneering studies should
instead be taken as evidence not of the most that can be learned from online
research but of the vast opportunities that lie ahead for a new science of social
life.”
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