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Abstract

Meta-analysis is the use of statistical methods to combine the results of independent
research studies. The results of each study are summarized by one or more indices
of effect size and a sampling uncertainty (variance) for each effect. Representing
study results by effect sizes permits the use of statistical methods to synthesize these
results across studies. This essay describes the most frequently used effect sizes and
their properties. It describes how the two principal types of analytic methodology
in meta-analysis (fixed and random effects models) are used to estimate an average
effect across studies. It also discusses how heterogeneity of effects across studies can
be detected via a heterogeneity test and modeled as a function of study characteris-
tics. In addition, this essay describes areas of current research in meta-analysis. One
area is the development of methods to handle dependencies that can arise when the
results of studies are described by several effect sizes computed from data on the
same individuals. Another area involves methods for detecting and correcting pub-
lication bias. A third is the development of methods to incorporate more complex
study designs into metaanalyses, including multilevel experiments and single case
designs used in behavioral psychology, special education, and some medicine.

INTRODUCTION

The research literature in many social science fields, such as psychology, eco-
nomics, education, and political science, has grown rapidly over the last few
decades. This has led to the need to organize, summarize, and synthesize
findings in a systematic matter. To respond to this need, methods for sys-
tematic reviewing of research have emerged (Cooper, Hedges, & Valentine,
2009). One aspect of a systematic review is the analytic step of combining
information across studies for the purposes of drawing general conclusions.
The use of statistical tools for combining information across studies is called
meta-analysis.
Meta-analysis represents the results of each study via indices of effect size.

Results are summarized across studies using statistical methods to describe
a pattern of results. Meta-analysis has emerged as a central tool for inte-
grative analysis in the social sciences, including education and psychology,
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and in fields as diverse as experimental ecology and medicine. In addition,
major systematic efforts have emerged to support the development and dis-
semination of systematic reviews, including the Cochrane Collaboration in
medicine, the Campbell Collaboration in the social sciences, and the What
Works Clearinghouse in education.
This essay describes the basic tools for conducting ameta-analysis and out-

lines some of themajor difficulties in completing themeta-analysis (e.g., find-
ing the studies, dealing with publication bias, and modeling dependencies).
The goal of this essay is to provide an introduction to the statistical methods
used to conduct meta-analyses, and inform readers about the latest develop-
ments and issues in the field. It is not meant to be a comprehensive guide
to meta-analysis, but rather a useful source for learning about the basic con-
cepts. The readers are encouraged to read some of the references in order to
gain in-depth knowledge of the issues presented if they plan to conduct a
meta-analysis.

FOUNDATIONAL RESEARCH

EFFECT SIZES

Effect sizes are numerical indices of study results that represent the findings
of a study in a manner intended to be comparable across studies. There are
many different effect sizes, but we focus here on effect sizes for studies that
compare a treatment group with a control group.
The effect sizes usually used in meta-analysis have standard errors of esti-

mation, which are largely a function of the sample size in the study, and
can be computed from analytic formulas. In this section, we describe several
effect size indices and show how to compute their sampling variances (the
square of their standard errors). The (sample) effect size (estimates) and their
variances are the basic inputs required from each study in the meta-analysis.

Studies Measuring Outcomes on a Continuous Scale. If each study evaluates
the effect of a treatment by comparing the mean of a treatment group with
the mean of a control group and the outcome measurements are normally
distributed within the treatment groups with equal variances, the natural
effect size parameter is the standardized mean difference (sometimes called
Cohen’s d):

𝛿 = 𝜇T − 𝜇C

𝜎

where the parameters 𝜇T and 𝜇C are the treatment and control group means,
respectively, and the parameter 𝜎 is thewithin-group standard deviation. The
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quantity 𝛿 represents the treatment effect in standard deviation units. How-
ever, because 𝛿 is a population parameter, it is not observed.We use the study
sample to estimate or draw inferences about 𝛿. The natural sample estimate
of 𝛿 is

d = Y
T
− Y

C

S

where Y
T
and Y

C
are the treatment and control group sample means and S is

the pooledwithin-groups standard deviation. This estimate is oftenmodified
slightly to produce an unbiased estimate of 𝛿 (sometimes called Hedges’s g):

g = d

(
1 − 3

4
(
nT + nC

)
− 9

)

where nT and nC are the sample sizes in the treatment and control groups of
the study and d is the sample standardized mean difference effect.
The variance of g is determined (mostly) by the sample sizes and (slightly)

by the magnitude of g. Specifically, the variance, v, of g can be computed as

v = nT + nC

nTnC
+

g2

2(nT + nC)

The effect size g is approximately normally distributed with a mean of 𝛿
and a variance of v.

Effect Sizes for Other Situations. If both the outcome and independent vari-
ables are continuous measures, as in correlational studies, the natural effect
size parameter is often 𝜌, the Pearson correlation coefficient. Its sample esti-
mate is r, the sample correlation.
In order to apply normal theory, we must use a transformation of r, the

Fisher z transformation where

z = 1
2
ln

(
1 + r
1 − r

)

which is approximately normally distributed with variance v = 1/(n − 3).
Here, n is the total sample size in the correlational study. Statistical analy-
ses of correlations (e.g., computing confidence intervals or combining them
across studies) are usually carried out in the metric of the z-transform (see,
e.g., Borenstein, Hedges, Higgins, & Rothstein, 2009).
When studies measuring outcomes are on a binary scale (such as survival),

effect sizes are usually defined in terms of comparisons of the proportion of
individuals in the treatment (𝜋T) and control (𝜋C) groups with a particular
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outcome. The difference (𝜋T − 𝜋C), ratio (𝜋T/𝜋C), or odds ratio 𝜔 = 𝜋T

(1 − 𝜋C)/𝜋C(1 − 𝜋T) of proportions may be used. The odds ratio is generally
preferable for the statistical analysis because of its superior statistical prop-
erties. For more information about effect sizes based on discrete data, see
Fleiss and Berlin (2009); and for a detailed discussion of effect sizes based on
continuous data, see Borenstein (2009).

COMBINING EFFECT SIZES

Methods for combining estimates of effect size across studies are generally
the same, regardless of the effect size index used. Therefore, the methods
for meta-analysis using a general effect size parameter are presented, which
is denoted by 𝜃, and a general effect size estimate is denoted by T with its
variance denoted by v. Thus, the raw data for a meta-analysis of k studies
are the effect size estimates T1, … , Tk and their variances v1, … , vk. The
estimate from the ith study Ti estimates the unknown population effect size
parameter 𝜃i.
The summary of a collection of effect sizes via meta-analysis addresses

two basic questions. The first concerns the typical or average value of the
effect sizes. The second concerns the consistency of effect sizes across studies.
The typical effect size in meta-analyses is estimated by averaging estimates
across studies. However, because some studies produce more precise esti-
mates (i.e., they have smaller variances) than others, it makes sense to give
moreweight to some (themore precise) estimates than others. Twomajor sta-
tistical approaches tometa-analysis differ in how they compute theseweights
(w’s). Fixed effects methods do not include between-study heterogeneity in
computing weights, while random effects methods include between-study
variation in computing weights, which are described later.

Fixed Effects Methods. If the effect size parameters are identical across studies
so that 𝜃1 = · · · = 𝜃k = 𝜃, then the most precise estimate of 𝜃 is given by the
weighted mean effect size:

T• =

k∑
i=1

wiTi

k∑
i=1

wi

where wi = 1/vi, so that the weight given to a particular effect size is the
inverse of its variance. Because each of the effect size estimates is normally
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distributed, the weighted mean T• is also normally distributed and the vari-
ance v• of T• is the reciprocal of the sum of the weights

v• =

(
k∑

i=1
wi

)−1

Note that if the 𝜃i differ, then T• estimates a weighted average of the 𝜃i’s. A
95% confidence interval for 𝜃 is given by

T• − 1.96
√
v• ≤ 𝜃 ≤ T• + 1.96

√
v•

A test of the hypothesis that 𝜃 = 0 uses the test statistic

Z =
T•√
v•

The level 𝛼 two-tailed test rejects the null hypothesis when |Z| exceeds the
100𝛼 percent critical value of the standard normal distribution (e.g., 1.96 for
𝛼 = 0.05).
The weighted mean provides a summary of the common effect size esti-

mates if they are reasonably homogeneous, but it is important to understand
whether the hypothesis that 𝜃1 = · · · = 𝜃k is reasonably consistentwith the evi-
dence. To test the hypothesis that the effect sizes are the same across studies,
we usually use the statistic

Q =
k∑

i=1
wi(Ti − T•)2

When the effect size parameters are identical, Q has a chi-square distribu-
tion with (k − 1) degrees of freedom. Therefore, a test of the null hypothesis
that effect sizes are identical across studies at significance level 𝛼 consists
of comparing the obtained value of Q with the upper 𝛼 critical value of the
chi-square distribution with (k− 1) degrees of freedom, and rejecting the null
hypothesis of identical effect sizes if Q exceeds this critical value.
Note, however, that this test may not be very powerful when the number of

studies included in the analysis is small or if the variances of the effect sizes
are large [e.g., if the sample sizes in most studies are small; see Hedges and
Pigott (2001)]. Care should be taken when interpreting the results of the test,
unless the number of studies is large or they have large sample sizes (so the
vi are small).
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Random Effects Methods An alternative method for combining estimates
across studies is the random effects model. In this method, studies are
considered a sample of possible studies and their effect size parameters
are considered a sample from a universe of possible effect size estimates.
The objective is to estimate the mean 𝜇 and between-study variance 𝜏2

of the population of effect sizes (the population of 𝜃 values) from which
the observed study effect sizes are a sample. Note that this differs from
the objective in the fixed effects model, which is to estimate effect size
(or weighted mean of effect sizes) in the studies that are observed. Thus,
the choice of inference model should be governed by the objective of the
meta-analysis, rather than by the observed heterogeneity of effects.
If the effect size parameters corresponding to the studies in our sample of

studies (𝜃1, … , 𝜃k) were observed, we could simply compute their variance
as a sample estimate of 𝜏2. Because they are not observed, we must estimate
their variance indirectly.We do so by noting that the variance of the observed
effect size estimates (T1, … , Tk) depends partly on vi, which represents esti-
mation errors, and partly on 𝜏2, which represents true heterogeneity among
the 𝜃i. TheQ-statistic used to test heterogeneity is aweighted sample variance
that can be used to obtain an indirect estimate of 𝜏2. In particular,

𝜏2 =
Q − (k − 1)

c

(if the quantity on the right-hand side of the equation is positive, and zero
otherwise), where c is a normalizing constant given by

c =
k∑

i=1
wi −

k∑
i=1

w2
i

k∑
i=1

wi

Random effects methods compute the weighted mean effect size

T
∗
• =

k∑
i=1

w∗
i Ti

k∑
i=1

w∗
i

wherewi
* = 1/vi* = 1∕(vi + 𝜏2). This corresponds to weighting each effect size

by the inverse of the new variance, vi* = vi + 𝜏2, which includes a component
of between-study variation 𝜏2. As in the fixed effect case, the weighted mean
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T
∗
• is also normally distributed, the variance v∗• of T

∗
• is the reciprocal of the

sum of the weights

v∗• =

(
k∑

i=1
w∗

i

)−1

and a 95% confidence interval for 𝜇 is given by

T
∗
• − 1.96

√
v∗• ≤ 𝜇 ≤ T

∗
• + 1.96

√
v∗•

A test of the hypothesis that 𝜇 = 0 uses the test statistic

Z ∗=
T
∗
•√
v∗•

The level 𝛼 two-tailed test rejects the null hypothesis when |Z| exceeds the
100𝛼 percent critical value of the standard normal distribution (e.g., 1.96 for
𝛼 = 0.05).
The fixed- and random-effects weighted means are similar in form and

differ only in the weights used to compute them. When 𝜏2 > 0, the wi
* are

more similar to one another than thewi. This means that studies receivemore
equal weights in the random-effects weighted mean than in the fixed-effects
weightedmean. In the latter case, one study can dominate (receive very large
weight) if it has a very small variance (usually because it has a very large
sample size). In contrast, in the random-effects weighted mean, where the
weights given to each study are more similar, no single study can completely
dominate. Similarly, when 𝜏2 > 0, eachwi

* is larger than the correspondingwi.
Because the variance of the weighted mean is the reciprocal of the sum of the
weights, the variance v∗• of the random-effects weighted mean T

∗
• is larger

than the variance v• of the fixed-effects weighted mean T•. Consequently,
confidence intervals for the random-effects weighted mean are longer than
those of the fixed-effects weighted mean.
Note that a test of the hypothesis that 𝜏2 = 0 in the random effects analysis

is exactly the test of the hypothesis that 𝜃1 = · · · = 𝜃k based on theQ statistics
described in connection with the fixed effects analysis, since if 𝜏2 = 0, then
the effect size parameters will be identical.
A quantitative description of the amount of heterogeneity can be provided

in either one of two ways. The estimate 𝜏2 of 𝜏2 provides one such estimate.
The square root of this estimate, 𝜏, is an estimate of the standard deviation
of the distribution of the effect size parameters across studies. An alternative
way to characterize heterogeneity is to describe the percentage of variation
in the observed effect size estimates that is due to variation in the 𝜃’s. The
estimate

I2 =
(
Q − (k − 1)

Q

)
× 100%
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does exactly that. Because 𝜏 describes the absolute amount of variation in the
𝜃’s and I2 describes the percentage of variation relative to the total variation of
estimates (including the amount of variation due to both variation of the 𝜃’s
and errors of estimation), both are complementaryways to describe variation
in effect size parameters.

MODELING COVARIATES

There are also more elaborate meta-analytic methods for modeling variation
across studies as a function of study-level covariates. One style of analyses
is designed to determine whether the average effect sizes of subgroups of
studies differ from one another, ameta-analytic generalization of the analysis
of variance. Another style of analysis examines the relation between contin-
uously measured covariates and effect size, a meta-analytic generalization
of the regression analysis (sometimes called meta-regression). For more infor-
mation about the comparison of groups of effects, see Konstantopoulos and
Hedges (2009); and for information about meta-regression, see Raudenbush
(2009).

CUTTING-EDGE RESEARCH

In the last two decades, the literature on methods for meta-analysis has
expanded substantially [see Sutton and Higgins (2008) for a review of recent
developments in meta-analysis]. Space does not permit us to review all of
this literature, so we focus on those we believe to be most important in this
essay. Specifically, we explain ways to model dependencies, define methods
that account for publication bias, and outline approaches for dealing with
more complex research designs.

MODELING DEPENDENCIES

Often studies measure the outcome of a study in more than one way, giving
rise to more than one effect size estimate per study, which are not statisti-
cally independent of one another. One of the vexing practical problems in
meta-analysis arises when the meta-analyst wants to combine information
from all of these effect sizes. One approach to this problem is to formally
model the dependencies among effect sizes from the same study by speci-
fying the correlations among them and then use multivariate methods (see,
e.g., Hedges & Olkin, 1985 or Kalaian & Raudenbush, 1996). Although this
approach is elegant, it is difficult to use because the information needed to
compute correlations among effect size measures within studies is seldom
reported. Even when such information is reported, it is tedious to use.
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A new approach to the problem involves the use of empirical variance esti-
mates that do not require information about the correlations among effect
size estimates (Hedges, Tipton, & Johnson, 2010). These methods are consid-
erably easier to use and provide valid statistical analyses (significance tests
and confidence intervals) even when there may be several correlated effect
size estimates from each study. One limitation of thesemethods is that amod-
erate to large number of studies are needed (usually 20 ormore studies). New
research is improving these methods so that they may be used with a much
smaller number of studies.

PUBLICATION BIAS

Statistically nonsignificant findings are less likely to be published than find-
ings that find an effect because they are sometimes viewed as uninteresting
or of lesser quality. That leads to a published literature that is unrepresen-
tative of all completed studies and can result in substantial biases, called
publication bias. Meta-analyses are often biased because unpublished stud-
ies are substantially more difficult to find (and include in the analysis) than
published studies. Thus, syntheses that underrepresent unpublished studies
may tend to report average effects that are larger (in absolute value) than
what they would be if all completed studies were included in the analyses
because the studies that aremissingmost likely contain nonsignificant effects
(Dickersin, 2005). A number of techniques have been developed to estimate
and reduce the impact of publication bias in meta-analysis. We outline the
most commonly used and some more sophisticated methods later.
One class of methods is based on the principle that, if there is publication

selection based on effect size or statistical significance, there should be a rela-
tion between effect size estimates and sample size (or variance). Funnel plots,
which are scatterplots of the treatment effect estimate plotted against study
sample size (or variance, which is a function of sample size), are often used
to make a visual assessment of this relation. An asymmetrical plot is what
suggests bias may be present in the meta-analysis. One difficulty in using
funnel plots is that, when the number of studies is small, it is not easy to
make a visual determination of whether the plot is symmetric or not. Conse-
quently, analytic approaches have been developed in order to quantify funnel
plot asymmetry. For example, Begg and Mazumdar’s (1994) rank correla-
tionmethod examines the strength of the association between effect-size esti-
mates and their sampling variances,while Egger’s linear regression approach
determines whether there is a linear relationship between the two estimates
(Egger, Smith, Schneider, &Minder, 1997). However, even these methods are
not very sensitive when the number of studies is small.
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Duval and Tweedie (2000) took a different approach by developing a type
of sensitivity analysis that assesses the possible impact of publication bias on
meta-analyses. This method, called the trim-and-fill, uses funnel plot asym-
metry to estimate how many effects might be missing due to publication
selection, imputes values for the potentially missing effects, and recalculates
the weighted mean effect once the imputed effects are added to the original
data set. Themethod gives an adjusted estimate of the average effect size and
thus can provide a quantitative estimate of the potential impact of publica-
tion bias on a particular meta-analysis. However, this method assumes that
publication bias follows a deterministic pattern: it is always themost extreme
points in the tail of the distribution that are assumed to be missing.
Although funnel plot asymmetry (a relation between effect size and sample

size) may indicate publication bias, it may also be caused by heterogeneity
in effects when there is no publication bias. Therefore, all methods of detect-
ing publication bias based on funnel plot asymmetry have a common weak-
ness. Although this weakness can be addressed if covariates can be found
to explain all of the variation between studies, this is often not possible, and
even when it is, the use of covariates exacerbates the problem of insensitivity
of the methods when the number of studies is small (Peters, Sutton, Jones,
Abrams, & Rushton, 2006).
A different approach is to adjust the meta-analytic results for bias using

a model of the publication selection process. This approach uses a model
with two parts: (i) an effect sizemodel (i.e., the standardmeta-analytic model
that would be used if bias were not present), and (ii) a selection model that
identifies how the distribution of observed effects is changed by the selection
process. Several selection models have been proposed, but the most promis-
ing one to date is by Vevea andHedges (1995). Their selectionmodel assumes
that the relative probability that an effect is observed depends on its statis-
tical significance. Operationally this probability is specified by a step func-
tion giving different weights to different intervals of p-values (e.g., 0.00–0.05,
0.05–0.10). There are twomain advantages to the selectionmodel approaches:
(i) they can be designed to work with heterogeneous data by including a
between-study variance component, and (ii) they can incorporate both dis-
crete and continuous moderators, allowing one to distinguish between sys-
tematic study differences and publication bias. The methods require a sub-
stantial number of effects tomodel the selection processwithmuch precision,
and they are technically more involved than some of the other approaches.
However, new research is improving these methods by simplifying selection
models and increasing their sensitivity with a small number of studies (e.g.,
Citkowicz, 2012 uses the continuous beta probability density function as the
selection model).
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COMPLEX RESEARCH DESIGNS

Manymeta-analyses synthesize studies that use simpler designs, such as ran-
domized controlled trials; however, as more studies use more complicated
designs, the need for meta-analytic methods to synthesize them has become
apparent. Research on several of these designs has begun only in the last few
years. We outline three of them below.
A design that is very common in education is called a cluster-randomized

designwhere entire sites (e.g., schools) are assigned to a treatment or control
group. Such designsmay not be analyzed using standard statistical methods,
as they involve two-stage cluster samples that include a between-cluster vari-
ance component (in addition to the within-cluster variance that one would
normally calculate) that needs to be accounted for. Hedges addressed this
issue in meta-analysis by deriving methods for the calculation of effect sizes
when the summary data come from a clustered two-level design (e.g., when
students are clusteredwithin classrooms; Hedges, 2007) and from three-level
designs (e.g., when students are clustered within classrooms, which are then
clustered within schools; Hedges, 2011).
Single case designs are widely used in behavioral psychology, special

education, and some medical specialties. They permit the evaluation of
treatment effects on one individual over time via repeated measures, using
the individual as their own control. Although numerous effect sizes had
been proposed for single case designs, there has been no consensus on a
“standard” effect size. Recently effect size measures have been developed
for single case designs that are rigorously comparable to those used in
between-subjects designs and, therefore, permit evidence from single
case designs to be included in meta-analyses with effect size data from
between-subjects designs. Hedges, Pustejovsky, and Shadish (2012, 2013)
derived effect size measures for single case designs comparable to the
standardized mean difference, gave formulas for their variances, and
demonstrated that they have acceptable statistical properties as effect sizes
for meta-analysis.
Repeated measures (or within-subjects) designs are methods that use the

same individuals in every condition over an extended period of time. The
data are analyzed by estimating growth curve models that examine how
the individuals change over time. Vevea and Citkowicz (2010) proposed a
method to meta-analyze growth curves from the sample means provided in
the studies. As no information about within-subject variance is provided,
the method includes a sensitivity analysis in order to attenuate the diag-
onals of covariance matrix. More work is underway on this and related
methods.
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KEY ISSUES FOR FUTURE RESEARCH

New methods for meta-analysis are being developed and old methods are
modified to deal with new problems that arise. One major advance is the
use of Bayesian statistics for meta-analysis. Bayesian methods differ from
frequentist, or classical, methods in that both the model parameters and
data are considered random, rather than fixed, quantities. This allows one
to make probabilistic statements about the distribution of the parameters,
which could not be done if working in the classical statistics framework.
Moreover, Bayesian methods allow prior knowledge to be incorporated in
order to make estimation more efficient or to represent strong subjective
beliefs about parameters. The use of Bayesian methods in meta-analysis
has gained popularity particularly in medicine [see Sutton and Abrams
(2001) for a review of those methods]. Various models have been developed
to conduct these meta-analyses using Bayesian statistics; however, more
research is needed to expand these models to deal with issues such as
publication bias and excess heterogeneity.
An issue that is not discussed often enough is the difficulty of updating

meta-analyses with new studies. With 20,000 randomized trials published
in PubMed in 2010 alone, it is becoming increasingly harder to keep
meta-analyses up to date. In response, Wallace, Trikalinos, Lau, Brodley, and
Schmid (2010) developed an online classification tool to semi-automate the
screening process. They use machine learning algorithms to screen citations
in the biomedical literature. In assessing their method, they found that
the number of citations to be screened manually was reduced by 40–50%,
with not a single citation eligible for inclusion in a meta-analysis excluded.
This new tool will save researchers a lot of time and money; however, it is
currently only available in the biomedical field. It would be useful to expand
it to the social sciences.
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