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Abstract

Life course research has been increasingly criticized for relying only on observational
data where processes by which subjects select themselves (or are selected) into the
states of a causal variable are not under the control of the researcher. The primary
objectives of this essay, the first in a two-part set, are to discuss two dominant models
of causal inference and to identify the uses and limitations of randomized control
trials (RCTs) and quasi-experimental designs for answering life course questions.

INTRODUCTION

Life course research has flourished during the past three decades and
has diffused into many subfields of the social sciences. In social stratifica-
tion research, for example, the life course approach has even become the
dominant theoretical and methodological orientation (Mayer, 2009, 2015a,
2015b). This paradigm has been so successful because it explicitly respects
individuals as agents (or decision-makers), focuses on the unfolding lives
in their changing contexts, considers the interdependencies of lives over
time (i.e., the ties between parents and their children, careers of partners,
interactions among peers, etc.), focuses on long-term effects of critical
(mostly early) life experiences, takes into consideration that life course
processes are often cumulative (Matthew effects) and that effects of events
might not only be constant but often time dependent, and pays attention to
events of processes at different aggregation levels (the individual level such
as different life course domains; the intermediate level such as family and
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household structure, schools, school classes, or organizational structures of
companies; and the macro level such as business cycle or the modernization
process) (Elder & Shanahan, 2006; Mayer, 1997, 2009; Shanahan, Mortimer,
& Kirkpatrick Johnson, 2016). Based on empirical evidences, the life course
approach has substantially shaped the development of longitudinal con-
cepts, the specification of mechanisms of change, and the formulation of
dynamic models explaining how life course processes work (Buchmann,
1989; Elder & Giele, 2009; Elder, Kirkpatrick Johnson, & Crosnoe, 2004;
Mayer, 2009, 2015a).

Despite the impressive successes, life course research—like much other
empirical work in the social sciences—has been increasingly criticized for
relying only on observational data where the processes by which subjects
select themselves (or are selected) into the states of a causal variable are not
under the control of the researcher. Estimated effects of causal variables on
life course outcomes are therefore subject to systematic influences of other
variables (which might create selection bias and confounding), so that the
estimated parameters in the analytical models might depart from the true
causal effects. Although there are suggestions to use quasi-experimental
designs for reducing bias in observational studies, which will be described
in the following paragraph, there is always the possibility that observed
or unobserved variables associated with the outcome in life course studies
have been omitted. The general objection with regard to the estimated
parameters from life course models is therefore that they are not very
credible and that life course researchers use only a loose “effect” termi-
nology (Holland, 1988). In other words, even in the case when life course
researchers have a well-specified theoretical model and think in causal terms
about how and why causes produce effects in the life course (Marini &
Singer, 1988), their estimated regression parameters cannot be given a causal
effect interpretation, at least not without further assumptions (Holland,
1988).

This basic critique of observational (life course) studies comes from
the statistical approach to causality popularized by Rubin (1974),
Holland (1986, 1988) and many other statisticians as well as sociolog-
ical methodologists (Sobel, 1995, 2005). Certainly, most people would
agree that associational parameters based on observational data can-
not simply be equated with causal parameters as they are defined
by randomized experiments. However, I challenge the general claim
that associational parameters, even if they are estimated on the basis
of a well-grounded theoretical process model and high-quality lon-
gitudinal data, should have per se a minor scientific value. Rather I
think that life course studies, and their replications in different con-
texts, can provide valuable insights into life course mechanisms, as
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demonstrated by the impressive achievements of life course research
described earlier.

The primary objective of my essay is to discuss several main models of
causal inference. Then I will focus on the uses and limitations of random-
ized controlled trials (RCT) and quasi-experimental designs for answering
life course research questions.

TWO DOMINANT MODELS OF CAUSAL INFERENCE

The goal to find scientifically based evidence for causal relationships leads
to design questions, such as which inference model is appropriate to specify
the relationship between cause and effect and which statistical procedures
can be used to determine the strength of that relationship (Schneider, Carnoy,
Kilpatrick, Schmidt, & Shavelson, 2007). Two different models of causal infer-
ence have dominated the work of practitioners in the social sciences over the
past decades: (i) the model of “causation as robust dependence” and (ii) the
model of “causation as consequential manipulation.”

CAUSATION AS ROBUST DEPENDENCE

The “causation as robust dependence” approach—which in multiple
regression or path analysis is known as the control variable approach
(Blalock, 1970; Duncan, 1966) and in the econometric analysis of time-series
data as “Granger causation” (Granger, 1969; Johnston, 1972)—starts from
the presumption that correlation does not necessarily imply causation,
but causation must in some way or the other imply correlation. In this
view, the key problem of causal inference is to determine whether an
observed correlation of variable X with variable Y, where X is tempo-
rally prior to Y, can be established as a “genuine causal relationship.”
X is called a genuine cause of Y in so far as the dependence of Y on
X cannot be eliminated through additional variables being introduced
into the statistical analysis. Thus, in this approach, causation is estab-
lished essentially through the elimination of spurious (or non-causal)
influences.

Although this approach has dominated the social sciences for several
decades, many social scientists consider it as a too limited approach today.
First, they think that causal inference should not be limited entirely to
a matter of statistical predictability but should include predictability in
accordance with theory (Goldthorpe, 2001, p. 3). Theory to some degree
might protect against data mining by searching through covariates with the
aim to increase estimated precision (Deaton & Cartwright, 2016). Second,
since scientists rarely know all of the causes of observed effects or how they
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relate to one another, it is not possible to be sure that all other important
variables have in fact been controlled for (Shadish, Cook, & Campbell, 2002).
A variable X can therefore never be regarded as having causal significance
for Y in anything more than a provisional sense.

Based on cross-sectional data, regression models, path analysis (e.g.,
in the tradition of Blau, Duncan, & Tyree, 1967), or structural equations
models (Bollen, 1989) have been widely used in economics and sociology
to disentangle cause-and-effect relationships and estimate often quite
complex recursive causal models. Although these models are based on
strong statistical and analytical assumptions, only few have paid much
attention to these assumptions (Freedman, 1992). Since these models are
also typically grounded in weak theories (Sørensen, 2009), the control
variable approach has not created much understanding of the phenomena
under study (Freedman, 1992). These cross-sectional models simply did
not appropriately represent the substantive process that generates the data
(Lieberson, 1985).

CAUSATION AS CONSEQUENTIAL MANIPULATION

The second approach of “causation as consequential manipulation” seems to
have emerged as a reaction to the limitations of “causation as robust depen-
dence.” Instead of “establishing the causes of effects,” Holland (1986, 1988)
and Rubin (1974, 1978, 1980) are concerned with “establishing the effects of
causes.” They make clear that it is more to the point to take causes simply
as given, and then to concentrate on the question of how their effects can be
securely measured. According to this approach, causes can only be those fac-
tors that could serve as treatments or interventions in well-designed experi-
ments or quasi-experiments. Thus, given appropriate experimental controls,
if a causal factor X is manipulated, then a systematic effect is produced on the
response variable Y. The particular strength of this design is that “…while
statements in the form ‘Y is a cause of X’ are likely to be proved wrong
as knowledge advances, statements in the form ‘Y is an effect of X,’ once
they have been experimentally verified, do not subsequently become false.”
(Goldthorpe, 2001, p. 5).

Understood in this way, causation is always relative in the sense that
the specific treatment of Xtr and its observed outcome Ytr are compared
with what would have happened to the same unit if it had not been
exposed to this treatment (counterfactual account of causality). Since it is
not possible in the same experiment for a unit to be both exposed and not
exposed to the treatment, the conception of “causation as consequential
manipulation” leads to what Holland (1986) has called the fundamen-
tal problem of causal inference. For example, a student who completes a
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mathematics program cannot go back in time and complete a different
one so that the two outcomes could compared. Thus, the question arises
of how researchers can make sure that they get convincing measurements
for something that is in fact impossible to measure, that is, the outcome of
Ycon, if the unit had not been exposed to the treatment (Xcon) in the same
experiment?

In the hard sciences, such as physics or chemistry, it is often relatively easy
to conduct strictly controlled laboratory experiments and to demonstrate,
based on the qualities of the objects under study (e.g., physical entities), what
would have happened (Ycon) to the same unit (u) if it had not been exposed
to the treatment (Xcon). In other words, it is often plausible to assume that
these objects have a constant response over time (temporal stability) and
that the effect of the first treatment is transient and does not affect the study
object’s response to the second treatment (causal transience). Or one can at
least assume that the physical entities or chemical substances respond very
similar under certain conditions. In these cases, the causal effect for each
study object u, CauEffu, is then easily defined as CauEffu =Ytr −Ycon. In fact,
this model of “causation as consequential manipulation,” which is used in
well-designed controlled laboratory experiments, has been quite successful
in the hard sciences.

In other disciplines such as biology, medicine, or psychology, it is, how-
ever, often not possible to assume temporal stability and causal transience
at the level of each unit and it is normally impossible to eliminate the
impact of confounding influences at the unit level. For these sciences,
Rubin and Holland suggested a statistical approach to the fundamental
problem of causal inference: rather than focusing on specific study units, this
approach estimates an average causal effect [ACE, or an average treatment
effect (ATE)] for a population of units: CauEff=E(Ytr|Xtr)−E(Ycon|Xcon),
where E(Ytr|Xtr) is the expected value for participants in the treatment
group, and E(Ycon|Xcon) is the expected value for participants in the
control group. For this solution to work, however, participants in the
treatment and control groups should differ only in terms of treatment group
assignment, not on any other variables that might potentially affect their
responses. The approach to make sure that this is indeed the case is the
randomized experiment, where participants are randomly assigned to the
treatment and control conditions, so that one can expect that treatment
group assignment would, on average, and over repeated experiments, be
independent of any measurement or unmeasured pretreatment charac-
teristics (Cox, 1958; Fisher, 1935). In randomized experiments, treatment
assignment and unit response are therefore statistically independent
of each other and any kind of bias due to selection or confounding is
eliminated.
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RANDOMIZED CONTROLLED TRIALS AND THEIR LIMITATIONS

Experiments have a long history in the social sciences (Jackson & Cox,
2013 for an overview), particularly in the subdisciplines of psychology,
social psychology, education, and economics. Famous examples are the
Hawthorne Studies in the 1920s and 1930s (in organizational research),
the Perry Preschool Study in 1962–1967 (in educational research), or the
Seattle-Denver Income Maintenance Experiment (SIME/DIME) in the 1970s
(in social policy research). It is worth noting that many of the old and
influential experiments did not apply randomization.

After a period in the 1980s, during which experimental designs have
received less attention, there has been a renewed interest among social
scientists, behavioral economists in particular, to use RCT. In a completely
randomized experiment, the researcher first draws a random sample of
units from the population of interest and then randomly assigns the study
units (e.g., individuals, pupils, teachers, and schools) to treatment and
control groups, so that both groups are statistically similar with regard to
pretreatment characteristics (Jackson & Cox, 2013). After the exposure of
study units to treatment and control conditions, the difference of averages
in an outcome variable is computed for both groups and then attributed
to differences in the treatments rather than any other influences (Schneider
et al., 2007). Under ideal conditions, the ATE is an unbiased estimator of
the causal effect, which also has a standard error (Deaton & Cartwright,
2016). Thus, the likelihood that the observed ATE is due to random error
can be assessed by a standard statistical test. The RCT is widely perceived
as a simple and effective research tool (Holland, 1986), which allows
to discover “what works” in terms of policy interventions (Deaton &
Cartwright, 2016). Some people consider the randomized experimental
design therefore as the “gold standard” for causal inference (Holland,
1988).

The basic experimental model is remarkable because it makes only few
assumptions (Deaton & Cartwright, 2016). No substantive theory or expert
knowledge on causal mechanisms and causal structures is required (Holland,
1988). Only a causal variable (a treatment) and an outcome variable have
to be specified. No assumptions are necessary about other covariates. The
treatment effect can be heterogeneous, that is, the study units can respond
differently with regard to the treatment. There are also no assumptions nec-
essary with regard to statistical distributions. Only the existence of means
in the treatment and control groups are required. In sum, RCTs are very
straight forward methods in order to determine parts of the causal structure,
to get convincing effect knowledge and to find out what works (Holland,
1988).



Evidence of Causation—The Contribution of Life Course Research, Part I 7

Of course, there are many practical research issues that might undermine
the credibility of a causal effect estimated with an RCT. I just mention only
a few of these problems here: (i) When the study sample of the RCT is
not based on a random sample from the population of interest, the results
of the experiment are also not representative of the target population.
For example, in many applications, the population of interest cannot be
precisely enumerated or accessed (Schneider et al., 2007). In these cases,
the estimation of an ATE applies only to the study sample and at the time
when the trial was executed (Deaton & Cartwright, 2016). This issue is
particularly important when experimenters use convenience samples (e.g.,
if they use university students as study units), so that the RCT outcome
might differ from the effect of an experiment that would be based on
a random sample from the larger population (Agresti & Franklin, 2007,
170 pp). In these cases, the use of an ATE outside the study group requires
further justification. Thus, purposive selection into the study population
undermines inference of RCTs in just the same way as does selection in
observational studies (Deaton & Cartwright, 2016). (ii) In addition, RCTs
assume that the experiment does not alter the behavior of participants
(Heckman & Smith, 1995). This goal might be difficult to achieve in social
science applications because people often have their own stake in a specific
outcome. (iii) If the sample of the study group is small, it might also be
difficult to ensure that randomization provides a complete equivalence
on all pretreatment characteristics (the so-called balance). However, the
balance can be improved by increasing the sample size and by stratified
randomization (Deaton & Cartwright, 2016). (iv) In addition, it is also well
known that people may not accept their assignment to the treatment or
control groups, respond to other participants of the RCT, or may affect
the outcome effect, if they are not blinded by specific procedures. (v) In
addition, computation and comparisons of means might sometimes be
problematic, when there are outliers and the distributions of the groups
are skewed (Deaton & Cartwright, 2016), as is typically the case in life
course processes (Blossfeld, Golsch, & Rohwer, 2007). (vi) Only under
the condition that everyone experiences the same gain (or loss) from the
treatment, additional parameters of interest such as the median impact
or the fraction of the individuals with a positive impact of the treatment
can be estimated (Heckman & Smith, 1995). (vii) As in all social science
studies, measurement problems can also undermine the results of an RCT.
For example, if imperfect indicators or inappropriate proxy variables are
used. (viii) Finally, long-term RCT are confronted with the same attrition
problems as long-term observational panel studies. In sum, there are many
technical problems connected with an RCT, but most of these issues can be
mitigated by adjustments of the RCT design.
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In the following, I confine my attention to four major limitations of the
“effect of causes design,” which are particularly relevant for answering life
course research questions. I try to show that some features of RCTs have
indeed unappealing implications for life course research.

LACK OF THEORETICAL STRUCTURE

Holland (1988) emphasizes that theory is not important in the “effects of
causes” framework. He considers theory only as a tentative summary of
our current knowledge that is subject to change (Holland, 1988, p. 450). He
therefore states that an important feature of an RCT is the opportunity to
establish “the effect of A” without further theoretical assumptions. “Theories
may come and go, but old, replicable experiments never die; they are just
reinterpreted” (Holland, 1988, p. 450). In other words, Holland stresses that
causal effects in RCTs are particularly credible because they do not rest on
(uncertain) theory. Some of the critics of the “effects of causes” approach
call RCTs therefore “theory-free learning machines” (Deaton & Cartwright,
2016). This assumption is crucial and is not easily adopted by many life
course researchers (Sørensen, 2009).

The purely operational approach to causal inference has consequences for
causal inference because we never look at data directly. We always look at
them through our theoretical concepts (Fox, 1992). There is no theory-free
observation. Thus, even if theoretical concepts are not made explicit, they
still affect the estimated causal effects by unstated assumptions. I would like
to make this point clearer with two examples. First, in a randomized exper-
iment, it is necessary to specify at least the treatment and the outcome vari-
ables. In education research, for example, when the researcher wants to study
student’s achievement, many different indicators might be used as an out-
come variable in the experiment: competence test scores (for literacy, numer-
acy, etc.), school marks, years of schooling, educational attainment level, edu-
cational transitions to upper secondary school, and so on. The “measured
causal effect” of an experiment will therefore vary with the choice of these
latent and manifest variables of school achievement. An explicit theoretical
specification is therefore necessary or is done at least implicitly. Second, if we
do not have a theoretical understanding of the causal relationship between
treatment and outcome, the measured causal effect might be of limited use
for scientific purposes and policy interventions. For example, Nye, Konstan-
topoulos, and Hedges (2004) observe in a randomized experiment that there
are teacher effects on student achievement. However, they acknowledge in
their publications that their design cannot identify the specific characteris-
tics that are responsible for teacher effectiveness. In other words, a lack of a
well-specified theoretical model becomes seriously disabling when we try to
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interpret and use the experimental results. Heckman and Smith (1995, p. 108)
have therefore concluded that “… a research program based on experiments
is just a list of programs that ‘work’ and ‘don’t work’ but no understand-
ing of why they succeed or fail.” Thus, theory and previous findings from
(observational) studies might not only be important for the identification of
what exactly should be studied in an experiment but may also help us to
explain why we measure a causal effect in an experiment—even if our theo-
retical understanding is always provisional. Thus, excellent experiments (as
other excellent scientific work) require theory and serious expert knowledge
of the subject matter. Life course researchers therefore should not accept the
theory-free approach of effect of causes as a “gold standard”, but they should
begin with well thought-through and clearly specified process models (see
the following discussion), derived from life course theory, where the unob-
servables that underlie the selection and research problem are made explicit
(Heckman, 2005, p. 138).

NEED TO CONSIDER THE CONTEXT OF EXPERIMENTS

A well-designed RCT maximizes internal validity, that is, it provides an
unbiased ATE and “gets the causality right.” However, one cannot simply
assume that a causal effect established in this way is invariant across differ-
ent contexts (external validity). Rather our evidences from observational life
course studies suggest that in modern societies causal effects differ not only
markedly across populations and societal settings but also change over time
(e.g., across historical periods, birth cohorts, or the life course). In particular,
macro changes (e.g., unemployment rates, growth rates, and changes in the
structure of populations) might be relevant for certain causal effects but are
hard or even impossible to integrate in an (long-term) experimental design.
Thus, there is a need of a time-dependent context knowledge that can only
be produced by long-term observational studies or long-term RCT. In other
words, causal effects established through experiments (at least) implicitly
build on highly specialized economic, cultural, or social structures that
enable them (Deaton & Cartwright, 2016, p. 33). These contexts should be
made at least explicit. Thus, there is a need to specify in detail whether
the causal effect of an experiment has only a local applicability (Deaton &
Cartwright, 2016) or whether it also holds (or is credible) outside its original
experimental setting. This brings me to the issues of extrapolation (whether
the same causal effect will hold elsewhere) and generalization (whether the
causal effect holds universally or at least widely) (Deaton & Cartwright,
2016). Again, without any further theoretical understanding and expert
knowledge (e.g., from earlier observational studies), even multiple replica-
tions of experiments cannot provide a guarantee for the conclusion that the
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next experiment in a different setting will work in the same way. Thus, in a
response to Holland’s statement cited earlier, one could say that replicable
experiments might—and indeed often do—die in different contexts. “We
can often learn much from coming to understand why replication failed
and use that knowledge to make appropriate use of the original findings,
not by expecting replication, but by looking for how the factors that caused
the original result might be expected to operate differently in different
settings”(Deaton & Cartwright, 2016, p. 31).

A good example for the generalization issue is the Perry Preschool
experiment in Ypsilanti, USA, which started in the 1960s. In this RCT,
120 Afro-American children with relatively low IQs (around 80) from
disadvantaged families (headed mostly by single, uneducated, and often
unemployed mothers) at the age of 3–4 where randomly assigned to two
groups: (i) a treatment group of about 60 children who were sent to a
high-quality preschool and where their families received additional support
from professionals at home and (ii) a control group (of about 60 children),
where children and their families did not get any additional support. The
individuals of both groups where then interviewed and tested several times
over their life course (long-term RCT). The interesting finding was that the
treatment group behaved differently from the control group even up to age
40. The members of the treatment group were more likely to be employed,
get higher earnings, and were less dependent on social welfare. The Perry
Preschool experiment therefore established a remarkable long-term causal
effect for a very specific study population (children from extremely poor
families in the USA). Of course, it is desirable to understand and generalize
the results of such experimental studies as broadly as possible. However, it
is doubtful whether the causal effect can be credibly generalized to other
social groups and other countries. A recent cross-national comparative
life course study (Blossfeld, Kulic, Skopek, & Triventi, 2017) reveals that
early child care and education is very differently organized across Europe
and the Anglophone societies. These differences engender a broad range
of short- and long-term effect patterns for children over the life course.
In general, more advantaged families sent their children more frequently
and earlier to formal childcare (e.g., in Germany, Sweden, Finland, Russia,
or Italy); and children from disadvantaged families could gain more than
advantaged children from center-based care (e.g., in Germany, UK, Norway,
Netherlands, and Ireland). However, the main finding of the Blossfeld
et al. (2017) volume is that the relative gains of disadvantaged children
were quite small compared to the huge cognitive achievement gaps among
children from different socioeconomic origins. Thus, the conclusion of the
cross-national comparative life course study is that all children profited
from early childcare (elevator effect), but social inequalities in achievement
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between children from social groups were only marginally reduced by
early childcare. In other words, the causal effect of the Perry Preschool
experiment cannot simply be generalized to other country settings and
different social groups, at least not according to the evidence from the
available cross-national comparative observational life course data. The
Perry Preschool Program engendered too optimistic expectations.

Another interesting feature of the Perry Preschool example again is typical
for experimental studies: It is quite unclear why there is a long-term effect of
early child care at all. Some researchers speculated that there is a cognitive
mechanism behind the established positive causal effect of the early interven-
tion (Schweinhart et al., 2005), while others have stressed that a noncognitive
(or motivational) mechanism might have been at work (Heckman, Stixrud, &
Urzua, 2006). Thus, the most interesting scientific question, which is of course
also important for possible future interventions, was not answered by the
Perry Preschool experiment. All what we know is that we have measured a
strong causal effect, but based on this experiment, we do not know why this
is the case and whether it has external validity. Establishing the effect of a
cause in an experiment alone is therefore of limited value.

THE ISSUE OF LONG-TERM EFFECT SHAPES OF RCT

The Perry Preschool experiment is also instructive with regard to the
question of how long a causal effect is effective. Figure 1 clearly shows that
the treatment of the Perry Preschool Program worked and the IQ of the
experimental group increased at the ages of 3 and 4. However, and that
is not only surprising but also theoretically important, the causal effect
on IQ afterward declined and eventually completely vanished at age 10.
Thus, the causal effect on IQ dies gradually with increasing age. With
regard to the age-related changing causal force of the treatment at least
two interpretations are possible. First, the causal effect on IQ is only local
and does not have any lasting impact over the life course. This would be
a disappointing message for “no child left behind” intervention programs.
The second interpretation is that the causal effect on IQ is still there, but
that it is increasingly overwritten by even stronger causal forces connected
with the school environment. Thus, if children of the treatment group are
increasingly exposed to the everyday experiences of the standard school
system in Ypislanti, the positive impact of the preschool intervention is
increasingly lost. This hypothesis would suggest that the Perry Preschool
Program needs to be continued into the primary school age or even beyond.

The central lesson to be learned from this time-varying causal effect is that
the credibility of the results of the RCT depends on further causal factors
that gain importance after the initial treatment but are not under control.



12 EMERGING TRENDS IN THE SOCIAL AND BEHAVIORAL SCIENCES

Entry 4 5 6
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91.791.3

94.995.5

Figure 1 IQ development by age and treatment group in the Perry Preschool
Program. (Test was administered at program entry and each of the ages indicated.)
Source: Perry Preschool Program. IQ measured on the Stanford-Binet Intelligence
Scale (Terman & Merrill, 1960).

The initial causal effect is undermined by causal influences of changing life
course contexts and/or developmental processes. Of course, all these ques-
tions could in principle be studied with a series of complex experiments, but
this would be a very expensive and time-consuming enterprise. In particu-
lar, this approach would need a theory when exactly causal effects should be
measured and how they change in the life course. Life course studies based
on (provisional) theory are more efficient in this respect, but of course, they
have the problem that they only provide estimates with lower credibility.

AGENCY VERSUS RANDOMIZATION

In life course research, randomization is often practically or socially unac-
ceptable. For example, it is morally and legally impossible to assign twins
at birth randomly to different social origin families in order to measure
the impact of different family environments on school success. In addition,
strict experimental controls are often hard to apply in the life course. Thus,
well-designed randomized controlled experiments are rarely applied by
practitioners in life course research and most of this research is based on
nonexperimental observations. Many of the life course processes are also
only accessible with retrospective designs (e.g., see the German Life History
Study, GLHS), precluding any experimental manipulations.

Indeed, randomization and manipulation might particularly conflict with
one of the genuine research goals of a life course researcher. They typically
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Learning environment

Educational
decisions over the

life course

Competence
development

Figure 2 Educational decisions and the development of competencies
throughout the life course.

want to understand and explain the selection processes over the life course.
Subjects have agency, beliefs, and interests that influence their actions
and choices. Thus, the life course engenders a dynamic interdependence
(Figure 2) between (i) (self-) selection to a specific “treatment” (e.g., type of
school), (ii) the exposure to the “treatment” itself (e.g., educational environ-
ment), (iii) the outcome from the “treatment” (e.g., academic ability), and (iv)
the (self-) selection to the next “treatment” in the life course (e.g., entering
university or not), which is of course again based on the previous outcome
(the academic ability) and so on. In other words, this kind of life course
logic creates reciprocal dependences among (self-) selection, treatment,
and outcome (Figure 2). Blossfeld, Kilpi-Jakonen, Vono de Vilhena, and
Buchholz (2014) demonstrate that the Matthew effect logic is particularly
strong in the case of adult learning in many modern societies. In this case,
randomization would simply destroy the cumulative life course logic. For
example, in the German tracked school system, parents systematically
select secondary schools, which influence their children’s achievements
differently, and these different outcomes lead to new educational choices
in the next step (Blossfeld, Buchholz, Skopek, & Triventi, 2016). This means
that children are rarely assigned by a lottery (as in the RCT) to a secondary
school. However, note that this was the case in the Republic of Korea some
years ago (Blossfeld, Blossfeld, & Blossfeld, 2017).

In the German tracking system, where children are basically (self-) selected
to the academic or nonacademic track after age 10, randomization in an
RCT would mean that an experimental control group would be created that
would be composed of students who would have entered the academic track
under normal life course conditions, but who were randomly denied access
to this track in the RCT. Under the assumption that students, who would
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enter into the academic and nonacademic tracks, do not differ in terms
of learning gains (the conventional common effect model), randomization
would be no problem. However, if the students differ in their academic
abilities and motivations, randomization would alter the pool of students
in the academic and the nonacademic tracks (as well as their behavior) and
create what Heckman and Smith (1995, p. 92) have called a randomization
bias. This means that the randomization would change the substantive
process under study and therefore measure a peculiar ATE in the RCT.

Agency has also consequences for policy interventions that are based on
RCTs. For example, when policy makers reform the educational system from
a tracking system to a system of comprehensive schools in order to create
more equality of educational opportunity, privileged parents might respond
to this policy change. For example, they might create their own new private
elite school, as it happened in Bremen (Germany) when a “Ökumenisches
Gymnasium” was created by upper class parents in response to the citywide
introduction of the comprehensive school. Thus, parents cannot be consid-
ered as passive human beings, but they have agency and behave strategically
with regard to policy interventions. They want to do the best for their own
children, and therefore, they try to escape the equalizing educational reform.
Thus, a major issue of all educational reforms is the role of parent’s deci-
sions and strategic behavior (secondary effect of social origin). For example,
it is well documented in educational research that if the influence of par-
ents decision-making is reduced by teacher’s compulsory school recommen-
dations (which are more closely tied to academic achievement in school),
equality of educational opportunity increases (Dollmann, 2016). In a new
cross-national comparison of the effects of secondary school organizations,
Blossfeld et al. (2016) also document analysis results from life course research
which support this argument. They show that advantaged families strategi-
cally exploit different opportunities provided by different school organiza-
tions in order to achieve their goals. Of course, this agency mechanism limits
the impact of educational reforms aiming to reduce inequalities of educa-
tional opportunity.

In sum, a serious issue for life course researchers arises from the insistence
of the exponents of the “causation as consequential manipulation” approach
that causes must be manipulable (by an experimenter—at least in principle)
(Holland, 1986). The idea is that once the treatment or intervention is intro-
duced, it will automatically lead to an outcome (stimulus–response model
of behavior): Xtr →Ytr. The units of analysis in the social sciences, the indi-
viduals, are therefore assumed to be quite passive subjects whose behavior
is explained only by causal factors and their “… ’objectives, knowledge, rea-
soning, and decisions’ have no further relevance” (Goldthorpe, 2001, p. 8).
This understanding of causation clearly excludes important process models
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and reduces the testability of relevant theories and models for life course
research.

QUASI-EXPERIMENTAL DESIGNS WITH OBSERVATIONAL DATA
AND THEIR LIMITATIONS

Given the attractiveness of RCT for causal inference, social scientists have
increasingly applied techniques that mimic RCT, so that they can more
credibly assume that they have identified “causal effects” (Deaton &
Cartwright, 2016; Sobel, 2005). Examples of those techniques are (i) panel
studies where researchers use repeated individual measurements to adjust
for time-invariant unobserved individual characteristics (fixed effects); (ii)
models that include additional statistical terms to control for unobserved
heterogeneity in hazard rate models; (iii) the inclusion of an instrumental
variable (IV) that is correlated with the independent variable but not with
the dependent variable, so that the impact of a confounding variable can be
controlled for; (iv) utilizing observed characteristics and propensity scores
to create matched samples, much as they would in a RCT setting; or (v)
regression discontinuity models that compare individuals just above or
below a crucial cutoff point where the individuals are likely to be quite
similar with regard to a set of unobserved influences (Nicols, 2007; Schneider
et al., 2007). The problem is that these quasi-experimental techniques for
observational data often do not solve the selection and confounding problem
of causal inference because they are often not applicable (e.g., there is no IV)
or they make strong assumptions about the unobservables (Heckman, 2005),
which are then untestable. Thus, how valuable these techniques might be,
“… it is still difficult to avoid the conclusion that, in non-experimental social
research, attempts to determine the effects of causes will lead not to results
that ‘never die’ but only to ones that have differing degrees of plausibility.
… (In other words/HPB), such results will have to be provisional in just the
same way and for just the same reasons as those of attempts to determine
the causes of effects via the ‘partialling’ approach.” (Goldthorpe, 2001, p. 6)
Thus, these quasi-experimental models offer the opportunity to estimate
models under different statistical assumptions. As long as the estimation
results of these models are consistent, this increases the credibility of
the effects under different model conditions. However, if these models
provide different or even contradicting estimations, the problem is which
model is more credible. Since most models depend on untestable statistical
assumptions, the choice between models is to some extend arbitrary. Thus,
it seems that the benefits of the “causation as consequential manipulation”
approach for life course research that works with observational data is quite
limited.
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CONCLUSIONS

Causal inference clearly should not be limited entirely to a matter of
theory-free statistical predictability as in the causation as robust depen-
dence approach. Well-designed controlled experiments are important study
designs for causal inference, but since in life course research randomization
is often not unacceptable or inappropriate, they are rarely applied by prac-
titioners. Thus, most inferences in life course research have to be based on
non-experimental observations of social processes. Under these conditions,
both approaches, causation as consequential manipulation and causation
as generative process, need to try to eliminate spurious (or non-causal)
influences and will therefore never lead to results that “never die” but only
to ones that have differing degrees of plausibility.

Furthermore, the approach of causation as consequential manipulation is
too restrictive for modern life course research because the idea is that once
the treatment or intervention is introduced, it will automatically lead to an
outcome. The units of analysis in the social sciences, the individuals, are
therefore assumed to be passive subjects whose behavior is explained only
by causal factors. A necessary augmentation of the two understandings of
causation is therefore the idea of causation as generative process, proposed
by David Cox. According to this view, it is crucial to the claim of causation
that there is an elaboration of an underlying (substantive) generative process
existing in time and space. This argument will be developed further in the
second part of the pair of essays (see Evidence of Causation—The Contribu-
tion of Life Course Research, Part II: Causation as Generative Process).
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